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#### Abstract

The treatment, initiated in Paper I [J. Math. Phys. 10, 82 (1969)], of the high-frequency scattering of a scalar plane wave by a transparent sphere is continued. The main results here are an improved theory of the rainbow and a theory of the glory. The modified Watson transformation is applied to the third term of the Debye expansion of the scattering amplitude in terms of multiple reflections. Only the range $1<N<\sqrt{2}$, where $N$ is the refractive index, is considered. In the geometrical-optic approximation, this term is associated with rays transmitted after one internal reflection, and there are three angular regions, corresponding to one ray, two rays, or no ray (shadow) passing through each direction. Together with transition regions, this leads to six different angular domains. In the 1 -ray and 2 -ray regions, geometrical-optic terms are dominant. Correction terms corresponding to the 2 nd-order WKB approximation are also evaluated. In the 0 -ray region, the amplitude is dominated by complex rays and surface waves. The 1 -ray/2-ray transition is a Fock-type region. The rainbow appears in the 2 -ray/0-ray transition region. The extension of the method of steepest descents due to Chester, Friedman and Ursell is applied. The result is a uniform asymptotic expansion for the scattering amplitude. It reduces to Airy's theory in the lowest-order approximation, but its domain of validity is considerably greater, both with regard to size parameter and to angles. The glory is an example of strong "Regge-pole dominance" of the near-backward scattering amplitude. Van de Hulst's conjecture that surface waves are responsible for the glory is confirmed. However, besides surface waves taking two shortcuts through the sphere, higherorder terms in the Debye expansion must also be taken into account. By considering also the effect of higher-order surface-wave contributions, all the features observed in the glory (apart from thepolarization) are explained. Resonance effects associated with nearly-closed paths of diffracted rays lead to large, rapid, quasiperiodic intensity fluctuations. The same effects are responsible for the ripple in the total crosssection. Similar fluctuations appear in any direction, but their amplitude increases with the scattering angle, becoming a maximum near the backward direction, where they are dominant. They can also be interpreted as a collective effect due to many nearly-resonant partial waves in the edge domain. The dominant surface-wave contributions can also be summed to all orders for $N<1$, leading to a renormalization of the propagation constants of surface waves.


## 1. INTRODUCTION

In Paper I of this work ${ }^{1}$ the high-frequency asymptotic behavior of the scattering amplitude for a scalar plane wave incident on a transparent sphere was investigated, with the help of techniques developed in an earlier paper. ${ }^{2}$ It was assumed that

$$
\begin{equation*}
\beta^{\frac{1}{3}} \gg 1, \quad \left\lvert\, N-1^{\frac{1}{2}} \beta^{\frac{1}{3}} \gg 1\right. \tag{1.1}
\end{equation*}
$$

where $\beta=k a, k$ is the wavenumber, $a$ is the radius of the sphere, and $N$ is the refractive index.

The Debye expansion of the scattering amplitude, in terms of an infinite series of multiple internal reflections, was employed. In Paper I, the first two terms of this series, corresponding to direct reflection from the surface and to direct transmission through the sphere, were evaluated. Both $N>1$ and $N<1$ were treated.

[^0]In the present paper, the third term of the Debye expansion is evaluated and the effect of higher-order terms is discussed. In many cases of practical importance, higher-order terms may be neglected, although their contributions have to be taken into account in the neighborhood of certain special directions, as will be seen later. Any such contribution may be evaluated, in principle, by methods similar to those developed here.

In contrast with the first two terms, it is not possible to give a uniform treatment of the third term, valid for all $N>1$. As is shown in Sec. 2, there are five different ranges of the refractive index, each of them requiring a separate treatment. This subdivision arises already at the level of geometrical optics. It is due to the fact that, for different ranges of $N$, there are different subdivisions into angular regions, each angular region being characterized by the number of rays going through a given direction within that region. This number may vary between zero and three.

Here we shall be concerned mostly with the range

$$
\begin{equation*}
1<N<\sqrt{2} \tag{1.2}
\end{equation*}
$$

because we have in mind the application to light scattering by water droplets, and the refractive index of water, $N=1.33$, falls within this range. Although several interesting phenomena occur in other ranges, especially near the transition points, our attention in the present work is focused mainly on the range (1.2). In this range, according to geometrical optics, there are three different angular regions: a 0 -ray (shadow) region near the forward direction, a 1-ray region near the backward direction, and a 2-ray region in between. Taking into account, also, the corresponding transition regions, we find a total of six different angular regions to be considered.

The structure of the third term differs from that of the previous ones in many respects. Physically, this difference is due to the fact that it contains two new features, associated with two very beautiful natural phenomena: the rainbow and the glory. They are contained, respectively, in the 2 -ray $/ 0$-ray transition region and in the region near the backward direction.

The remaining four regions, which we call "normal," are discussed first (Sec. 3). In the 1 -ray region, in addition to the geometrical-optic contribution, we find surface waves, excited at the 1 -ray/2-ray shadow boundary, corresponding to diffracted rays that take two "shortcuts" across the sphere. The 1-ray/2-ray transition region corresponds to a normal (Focktype) transition. In the 2 -ray region, there are two real saddle points, corresponding to the two rays passing through each direction within this region. These saddle points become complex in the shadow ( 0 -ray) region, and, due to their presence, the amplitude cannot be reduced to a pure residue series in this region.

The rainbow (Sec. 4) corresponds to a new type of light-shadow transition, associated with the confluence of a pair of geometrical rays (real saddle points) and their transformation into complex rays (saddle points). The corresponding mathematical problem is the asymptotic expansion of an integral having two saddle points that move towards (or away from) each other. This problem has only recently been solved by Chester, Friedman, and Ursell. ${ }^{3.4}$ By applying their method, we find a uniform asymptotic expansion of the amplitude, valid throughout the rainbow region and matching smoothly with the results in neighboring regions. Airy's classical theory of the rainbow, ${ }^{5}$ the best approximate treatment known so far, corresponds to

[^1]the lowest-order approximation in this expansion. The assumptions upon which Airy's theory is based, are known to have only a very limited range of applicability; the present theory is valid over a considerably extended range.

The glory corresponds to a strong enhancement in near-backward scattering. A more complete description of this effect and of some of the attempts to explain it is given in Sec. 5. The order of magnitude of the intensity predicted by geometrical optics is far too small to account for the effect. It was conjectured by Van de Hulst (Ref. 6; Ref. 7, p. 373) that the glory is due to surface waves of the kind discussed in Sec. 3, that make two shortcuts across the sphere. However, no quantitative treatment of the problem has been given. The modified Watson transformation enables us to treat the neighborhood of the backward direction and to evaluate the residue-series contributions. As is shown in Sec. 5, they are indeed of the right order of magnitude to account for the enhancement in the backward intensity. Physically, this arises from the focusing of the diffracted rays on the axis, which compensates for the exponential damping along the sphere surface. This confirms the basic correctness of Van de Hulst's conjecture. It also provides an impressive example of "Regge-pole dominance" of the scattering amplitude.
However, as is seen in Sec. 5, the residue-series contribution to the third term of the Debye expansion is unable to account for the detailed behavior of the backward-scattered intensity as a function of $\beta$. This behavior has recently been studied by Bryant and Cox, ${ }^{8}$ by numerical summation of the partial-wave series. They found a very complicated fine structure, showing a quasiperiodic pattern with very prominent and irregular peaks. This behavior must be due to contributions from higher-order terms in the Debye expansion.
The effects produced by higher-order terms are investigated in Sec. 6, which deals almost entirely with the particular cases of forward and backward scattering. The geometrical-optic contribution to all orders is evaluated in these cases and it turns out to be quite small, as expected. The dominant term of the residueseries contribution for an arbitrary order in the Debye expansion is also evaluated. For $N>1$, the result agrees with that obtained by Chen ${ }^{9}$ from the geometrical theory of diffraction, in the case of a circular

[^2]cylinder. For $N<1$, it agrees with the physical interpretation given in Paper $I$, in terms of internal diffraction of surface waves excited by the critically incident rays. As was found in Paper I, the sense of propagation of these surface waves disagrees with the prediction of the geometrical theory of diffraction.

The rate of convergence of the Debye expansion for the residue-series contributions is also discussed in Sec. 6. It is found that they converge much more slowly than "geometrical-optic" contributions. However, for $N<1$, when all terms have a common shadow boundary, the dominant terms can be summed to all orders, giving rise to a "renormalization" effect of the phase velocities and damping constants of surface waves. For $N>1$, the summation to all orders is more difficult, due to the different shadow boundaries appearing in all terms. Nevertheless, with certain simplifying assumptions, the summation can still be performed, allowing us to estimate the resultant effect of all surface-wave contributions. It is found that the higher-order contributions account for the quasiperiodic fine structure found by Bryant and Cox, giving rise also to resonance effects. The main features observed in the glory, apart from polarization, are thereby explained.

Furthermore, the same effects are shown to be responsible also for the "ripple" in the total cross section for $N>1$ (Ref. 7, p. 177). This also agrees with the explanation suggested by Van de Hulst. It is pointed out that the ripple is a very general phenomenon, affecting the intensity in any direction, but with variable amplitude, attaining its maximum at $180^{\circ}$. The corresponding fluctuations in other directions have been observed in numerical calculations by Penndorf. ${ }^{10}$

The conclusions pertaining to both Papers I and II are summed up in Sec. 7, where possible extensions and applications to nuclear physics are also discussed.

The treatment in Papers I and II deals only with a scalar field and, therefore, cannot be directly applied to light scattering. However, the whole treatment can be extended to electromagnetic scattering. The extension will be given in a subsequent paper. ${ }^{11}$

## 2. THE THIRD TERM OF THE DEBYE EXPANSION

## A. Preliminary Considerations

The notation employed is everywhere the same as in Paper I, to which we refer for the definitions of all symbols that appear in the analysis.

[^3]The third term of the Debye expansion is given by [cf. Paper I, (3.23)]

$$
\begin{align*}
f_{2}(\beta, \theta)=- & \frac{i}{\beta} \sum_{m=-\infty}^{\infty}(-1)^{m} \\
& \times \int_{0}^{\infty} \rho(\lambda, \beta) U(\lambda, \beta) P_{\lambda-\frac{1}{2}}(\cos \theta) \\
& \times \exp (2 i m \pi \lambda) \lambda d \lambda \tag{2.1}
\end{align*}
$$

where $\rho$ and $U$ are defined in Paper I, Eqs. (3.15) and (3.24), respectively. Changing $\lambda$ to $-\lambda$ in the sum from $m=-\infty$ to 0 , and noting that
$\rho(-\lambda, \beta)=e^{2 i \pi \lambda} \rho(\lambda, \beta), \quad U(-\lambda, \beta)=U(\lambda, \beta)$,
we can rewrite (2.1) as

$$
\begin{array}{r}
f_{2}(\beta, \theta)=\frac{i}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \int_{-\infty}^{\infty} \rho(\lambda, \beta) U(\lambda, \beta) P_{\lambda-\frac{1}{2}}(\cos \theta) \\
\times \exp [2 i(m+1) \pi \lambda] \lambda d \lambda \tag{2.3}
\end{array}
$$

With the help of Paper I, (2.12), this can also be rewritten as

$$
\begin{align*}
& f_{2}(\beta, \theta)=\frac{i}{2 \beta} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} \rho U P_{\lambda-\frac{1}{2}}(\cos \theta) e^{i \pi \lambda} \frac{\lambda d \lambda}{\cos (\pi \lambda)} \\
&=-\frac{i}{2 \beta} \int_{-\infty-i \epsilon}^{\infty-i \epsilon} \rho U P_{\lambda-\frac{1}{2}}(\cos \theta) e^{i \pi \lambda} \frac{\lambda d \lambda}{\cos (\pi \lambda)}, \\
& \epsilon>0, \tag{2.4}
\end{align*}
$$

where the path of integration in the first integral has been shifted above the real axis. The last equality follows from the fact that the integrand is odd [cf. (2.2)].

It follows from $\mathrm{N},(\mathrm{C} 3)-(\mathrm{C} 6)$, that

$$
\begin{align*}
& P_{\lambda-\frac{1}{2}}(\cos \theta)=e^{-i \pi \lambda}\left[i P_{\lambda-\frac{1}{2}}(-\cos \theta)\right. \\
&\left.+2 \cos (\pi \lambda) Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)\right] \tag{2.5}
\end{align*}
$$

Substituting this identity in (2.4), we find

$$
\begin{equation*}
f_{2}(\beta, \theta)=f_{2,0}^{+}+f_{2, r}=f_{2,0}^{-}-f_{2, r} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{2.0}^{ \pm}(\beta, \theta)= \pm \frac{i}{\beta} \int_{-\infty \pm i \epsilon}^{\infty \mp i \epsilon} \rho U Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta) \lambda d \lambda \tag{2.7}
\end{equation*}
$$

and

$$
\begin{align*}
f_{2, r}(\beta, \theta) & =-\frac{1}{2 \beta} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta) \frac{\lambda d \lambda}{\cos (\pi \lambda)} \\
& =-\frac{1}{2 \beta} \int_{-\infty-i \epsilon}^{\infty-i \epsilon} \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta) \frac{\lambda d \lambda}{\cos (\pi \lambda)} \\
& =\frac{1}{2 \beta} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} \rho U e^{2 i \pi \lambda} \frac{\lambda d \lambda}{\cos (\pi \lambda)} . \tag{2.8}
\end{align*}
$$

In (2.7), the path of integration was made to cross the positive real axis (which is free of singularities) so that it becomes symmetric about the origin. The equality between the second and third integrals in (2.8) follows from the change of variable $\lambda \rightarrow-\lambda$, with the help of (2.2). The equality between the first and third integrals follows from the identity

$$
\begin{equation*}
\frac{e^{2 i \pi \lambda}}{\cos (\pi \lambda)}=2 e^{i \pi \lambda}-\frac{1}{\cos (\pi \lambda)} \tag{2.9}
\end{equation*}
$$

where the first term gives no contribution because the corresponding path of integration can be shifted to the real axis and the integrand is odd.

Substituting in (2.7) the identity [ $\mathrm{N},(\mathrm{C} 2$ ), (C5)]

$$
\begin{equation*}
Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)=e^{2 i \pi \lambda} Q_{\lambda-\frac{1}{2}}^{(1)}(\cos \theta)-i e^{i \pi \lambda} P_{\lambda-\frac{1}{2}}(-\cos \theta) \tag{2.10}
\end{equation*}
$$

we find once more that the second term leads to an odd integrand, so that

$$
\begin{equation*}
f_{2.0}^{ \pm}(\beta, \theta)= \pm \frac{i}{\beta} \int_{-\infty \pm i \epsilon}^{\infty \mp \mp i \epsilon} \rho U Q_{\lambda-\frac{1}{2}}^{(1)}(\cos \theta) e^{2 i \pi \lambda} \lambda d \lambda \tag{2.11}
\end{equation*}
$$

Again, splitting up the integral at the origin and making $\lambda \rightarrow-\lambda$ in the integral from $-\infty \pm i \in$ to 0 , we find, with the help of N , (6.25),

$$
\begin{align*}
f_{2,0}^{ \pm}(\beta, \theta)=\mp \frac{i}{\beta} \int_{0}^{\infty \mp i \epsilon} \rho U & P_{\lambda-\frac{1}{2}}(-\cos \theta) \\
& \times e^{i \pi \lambda} \tan (\pi \lambda) \lambda d \lambda \tag{2.12}
\end{align*}
$$

On the other hand, expanding the integrand in the last member of (2.8), we find

$$
\begin{array}{r}
f_{2, r}(\beta, \theta)=\frac{1}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \int_{-\infty}^{\infty} \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta) \\
\times \exp [i(2 m+3) \pi \lambda] \lambda d \lambda \tag{2.13}
\end{array}
$$

All of the above representations are exact. The choice of an appropriate one among the manifold possibilities is determined by the ranges of values of the refractive index and by the direction under consideration, as will be seen later.

The asymptotic behavior of $e^{i \pi \lambda} \rho U$ as $|\lambda| \rightarrow \infty$ follows from Paper I, Figs. 14 and 21. Since it is an even function of $\lambda$, it suffices to consider its asymptotic behavior in the upper half-plane, which is shown in Fig. 1. We see that it tends to zero
everywhere, except in the shaded regions in the neighborhood of the imaginary axis, where its maximum degree of divergence (neglecting factors such as powers of $\lambda$ ) is given by

$$
\begin{equation*}
e^{i \pi \lambda} \rho U=\mathcal{O}\left(e^{\pi|\lambda|}\right) \tag{2.14}
\end{equation*}
$$

On the other hand, $e^{2 i \pi \lambda} P_{\lambda-\frac{1}{2}}(-\cos \theta)$ behaves like $e^{i \lambda(\pi+\theta)}$ in the upper half-plane, so that we can always close the contour in (2.13) and reduce it to a residue series:

$$
\begin{align*}
& f_{2, r}(\beta, \theta) \\
&= \vec{f}_{2, \mathrm{res}}(\beta, \theta)+\bar{f}_{2, \mathrm{res}}^{\prime}(\beta, \theta) \\
&= \frac{2 \pi i}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \sum_{n} \text { residues }\left\{\lambda \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta)\right. \\
&\quad \times \exp [i(2 m+3) \pi \lambda]\}_{\lambda_{n},-\lambda_{n} n^{\prime}}, \tag{2.15}
\end{align*}
$$

where $\bar{f}_{2, \text { res }}$ corresponds to the sum of the residues at the poles $\lambda_{n}$ and $\bar{f}_{2, \text { res }}^{\prime}$ to those at the poles $-\lambda_{n}^{\prime}$.

However, since [cf. N, (C7)]:

$$
\begin{align*}
e^{-i \pi \lambda} Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)=\mathcal{O}\left[e^{-i \lambda(\pi-\theta)}\right] \quad(|\lambda| \rightarrow \infty),  \tag{2.16}\\
e^{i \pi \lambda} Q_{\lambda-\frac{1}{2}}^{(1)}(\cos \theta)=\mathcal{O}\left[e^{i \lambda(\pi-\theta)}\right] \quad(|\lambda| \rightarrow \infty), \tag{2.17}
\end{align*}
$$

it follows from (2.14) that, for any value of $\theta$, there is always some neighborhood of the imaginary axis where the integrand of (2.7) or (2.11) diverges at infinity [note that (2.16) improves the convergence in the lower half-plane and (2.17) in the upper one]. Thus, there is no domain of values of $\theta$ in which $f_{2,0}^{ \pm}\left[\right.$and, consequently, $\left.f_{2}(\beta, \theta)\right]$ can be reduced to a pure residue series.

This already shows that the structure of the shadow region for the third term of the Debye expansion is quite different from that found for the previous two. We shall see that this is related with the existence of complex saddle points in the present case. Our next task is to study the location of the saddle points for (2.7) and (2.11).

## B. Ray Behavior According to Geometrical Optics

In the geometrical-optics approximation, the third term of the Debye expansion is associated with rays transmitted through the sphere after one internal reflection, like the ray $3^{\prime}$ in Paper I, Fig. 5. Three possible types of ray trajectories, leading to three different relations between the scattering angle $\theta$ and the angle of incidence $\theta_{1}$ and angle of refraction $\theta_{2}$,


Fig. 1. Asymptotic behavior of $e^{i \pi \lambda} \rho(\lambda, \beta) U(\lambda, \beta)$ as $|\lambda| \rightarrow \infty$ in different regions of the $\lambda$ plane. (a) $N>1$; (b) $N<1$. $\times$ poles. The function diverges at infinity in the shaded regions and tends to zero elsewhere. The notation is the same as in I, Fig. 14.
are shown in Fig. 2. We have, of course,

$$
\begin{equation*}
\sin \theta_{1}=N \sin \theta_{2}, \quad 0 \leq \frac{\theta_{1}}{\theta_{2}} \leq \frac{\pi}{2}, \quad 0 \leq \theta \leq \pi \tag{2.18}
\end{equation*}
$$

The three possible relations are

$$
\begin{align*}
& \theta=2\left(2 \theta_{2}-\theta_{1}\right)-\pi,  \tag{2.19}\\
& \theta=\pi-2\left(2 \theta_{2}-\theta_{1}\right),  \tag{2.20}\\
& \theta=\pi+2\left(2 \theta_{2}-\theta_{1}\right) . \tag{2.21}
\end{align*}
$$

It is readily verified that any possible ray trajectory leads to one of these three relations. Relation (2.19) holds for $2\left(2 \theta_{2}-\theta_{1}\right)>\pi$, i.e., $\theta_{1}>\theta_{1, c}$, where

$$
\begin{equation*}
\sin \theta_{1, c}=\sin \left(2 \theta_{2, c}-\frac{\pi}{2}\right)=\frac{N^{2}}{4}\left[1+\left(1+\frac{8}{N^{2}}\right)^{\frac{1}{2}}\right] \tag{2.22}
\end{equation*}
$$

which is only possible for $N<1$ [Fig. 2(a)].
If $N<1$ and $\theta_{1}<\theta_{1, c}$, we have to employ (2.20). This relation also holds for $N>1$, provided that


Fig. 2. Three possible ray trajectories according to geometrical optics and the corresponding relations among $\theta_{1} \theta_{1}$, and $\theta_{2}$. All possible trajectories for this class of rays lead to one of these three relations. (a) $N<1,2\left(2 \theta_{2}-\theta_{1}\right)>\pi, \theta=2\left(2 \theta_{2}-\theta_{1}\right)-\pi$; (b) $1<N<2$, $0<2\left(2 \theta_{2}-\theta_{1}\right)<\pi, \theta=\pi-2\left(2 \theta_{2}-\theta_{1}\right) ;(\mathrm{c}) N>2,2\left(2 \theta_{2}-\theta_{1}\right)<0, \theta=\pi+2\left(2 \theta_{2}-\theta_{1}\right)$.
$2 \theta_{2}-\theta_{1}>0$. The angle $\theta_{1 A}$ such that

$$
\begin{equation*}
2 \theta_{2 A}-\theta_{1 A}=0 \tag{2.23}
\end{equation*}
$$

is characterized by

$$
\begin{equation*}
\cos \theta_{1, A}=\frac{1}{2}\left(N^{2}-2\right) \tag{2.24}
\end{equation*}
$$

so that such an angle exists only for

$$
\begin{equation*}
\sqrt{2} \leq N \leq 2 \tag{2.25}
\end{equation*}
$$

Thus, if

$$
\begin{equation*}
1<N<\sqrt{2} \tag{2.26}
\end{equation*}
$$

we have $0<2\left(2 \theta_{2}-\theta_{1}\right)<\pi$, and (2.20) is the only valid relation. On the other hand, if $N$ is in the range (2.25), we must employ (2.20) for $\theta_{1}<\theta_{1 A}$ and (2.21) for $\theta_{1}>\theta_{1 A}$. Finally, if $N>2$, we have $2 \theta_{2}-\theta_{1}<0$, so that (2.21) is the only valid relation [Fig. 2(c)].

In all cases, $\theta_{1}=0$ yields $\theta=\pi$, corresponding to the central ray that is reflected backwards after transmission. For $N<1$, the limiting incident ray that is transmitted corresponds to the critical angle,

$$
\begin{equation*}
\theta_{1}=\theta_{l}=\sin ^{-1} N, \quad \theta_{2}=\pi / 2 \quad(N<1) \tag{2.27}
\end{equation*}
$$

and, according to (2.19), the corresponding scattering angle is $\theta=\theta_{t}$, where

$$
\begin{equation*}
\theta_{t}=\pi-2 \theta_{l}=2 \cos ^{-1} N \quad(N<1) \tag{2.28}
\end{equation*}
$$

This is the same shadow boundary angle already found in Paper I, Fig. 8(b) and Paper I, Fig. 13(b).

For $N>1$, the limiting incident ray is

$$
\begin{equation*}
\theta_{1}=\frac{\pi}{2}, \quad \theta_{2}=\theta_{l}=\sin ^{-1} \frac{1}{N} \quad(N>1) \tag{2.29}
\end{equation*}
$$

In the range (2.26), according to (2.20), the corresponding scattering angle is $\theta=\theta_{L}$, where
$\theta_{L}=4\left(\frac{\pi}{2}-\theta_{2}\right)=2 \theta_{t}=4 \cos ^{-1} \frac{1}{N} \quad(1<N<\sqrt{2})$,
whereas, for $N>\sqrt{2}$, we have to employ (2.21) and we find for the limiting scattering angle

$$
\begin{equation*}
\theta_{L}=4 \theta_{l} \quad(N>\sqrt{2}) \tag{2.31}
\end{equation*}
$$

Let

$$
\begin{equation*}
y=\sin \frac{\theta}{2}= \pm \cos \left(2 \theta_{2}-\theta_{1}\right) \tag{2.32}
\end{equation*}
$$

where the + sign corresponds to the relations (2.20) and (2.21), and the - sign to (2.19). Taking into account (2.18), we find

$$
\begin{equation*}
\frac{d y}{d \theta_{1}}=\mp \frac{\sin \left(2 \theta_{2}-\theta_{1}\right)}{N \cos \theta_{2}}\left(2 \cos \theta_{1}-N \cos \theta_{2}\right) \tag{2.33}
\end{equation*}
$$

The sign of $d y / d \theta_{1}$ tells us whether the scattering angle is an increasing or decreasing function of the angle of incidence. The change from - to + sign in (2.33) occurs only for $N<1$, at $\theta_{1}=\theta_{1 c}$ [cf. (2.22)], which, by (2.19), corresponds to $\theta=0$. Otherwise, $d y / d \theta_{1}$ changes sign only at $\theta_{1}=\theta_{1 A}$ [cf. (2.23)], which occurs only in the range (2.25) and corresponds to $\theta=\pi$, and for $\theta_{1}=\theta_{1 R}$, where

$$
\begin{equation*}
2 \cos \theta_{1 R}=N \cos \theta_{2 R} \tag{2.34}
\end{equation*}
$$

which leads to

$$
\begin{align*}
& \sin \theta_{1 R}=s=\left(\frac{4-N^{2}}{3}\right)^{\frac{1}{2}} \\
& \cos \theta_{1 R}=c=\left(\frac{N^{2}-1}{3}\right)^{\frac{1}{2}} \tag{2.35}
\end{align*}
$$

This is only possible for $1<N<2$. The corresponding scattering angle is $\theta=\theta_{R}$, where

$$
\begin{equation*}
y_{R}=\sin \frac{\theta_{R}}{2}=\frac{\left(8+N^{2}\right) c}{3 N^{2}}, \quad \cos \frac{\theta_{R}}{2}=\frac{s^{3}}{N^{2}} \tag{2.36}
\end{equation*}
$$

As will be seen later, $\theta_{R}$ is the rainbow angle. According to (2.30) or (2.31), we have

$$
\begin{equation*}
y_{L}=\sin \frac{\theta_{L}}{2}=\sin \left(2 \theta_{l}\right)=\frac{2 M}{N^{2}} \tag{2.37}
\end{equation*}
$$

where [cf. Paper I, (2.53)]

$$
\begin{equation*}
M=\left(N^{2}-1\right)^{\frac{1}{2}} \quad(N>\mathrm{b}) \tag{2.38}
\end{equation*}
$$

Thus, in the range (2.26), $\theta_{R}$ is always smaller than the limiting angle $\theta_{L}$. However, in the range (2.25), we
have

$$
\begin{equation*}
\theta_{R}<\theta_{L} \quad\left(N<N_{0}\right), \quad \theta_{R}>\theta_{L} \quad\left(N>N_{0}\right) \tag{2.39}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{0}=(6 \sqrt{3}-8)^{\frac{1}{2}} \approx 1.547 \tag{2.40}
\end{equation*}
$$

The above discussion enables us to give a complete description of the behavior of $\theta$ as a function of $\theta_{1}$, for all ranges of the refractive index. The results are graphically displayed in Fig. 3.

Let us start from $\theta=\pi$ at $\theta_{1}=0$. Fig. 3(a) shows that for $N<1$, $\theta$ first decreases from $\pi$ to 0 as $\theta_{1}$ increases from 0 to $\theta_{1 c}$ [cf. (2.22)], and then increases again from 0 to $\theta_{t}$ [cf. (2.28)] as $\theta_{1}$ increases from $\theta_{1 c}$ to $\theta_{l}$. Thus the domain $0 \leq \theta \leq \theta_{t}$ is covered twice: once by rays arising from (2.19) and once more by those from (2.20); there are two rays passing through

(a) $N<1$

(c) $\sqrt{2}<N<N_{0}$

(b) $1<N<\sqrt{2}$

(d) $N_{0}<N<2$

Fig, 3. Division into regions according to geometrical optics, for all ranges of the refractive index $N$. The behavior of $\theta$ as a function of $\theta_{1}$ is indicated by the circular arrows, which point in the direction of increasing $\theta_{1}$. The values of $\theta_{1}$ at the turning points are indicated. The number of geometrical rays passing through a given direction is indicated in each region.

(e) $\mathrm{N}>2$
each direction in this region. There is no geometrical shadow ( 0 -ray) region for $N<1$ : there is only a 1-ray/2-ray shadow boundary.

For $1<N<\sqrt{2}$ [Fig. 3(b)], we have a turning point at $\theta_{1}=\theta_{1 R}$; the corresponding scattering angle $\theta_{R}$ is the angle of minimum deviation. The rainbow appears around this angle, which is a 2-ray/0-ray shadow boundary. The angle $\theta_{L}$ is a 1 -ray/2-ray shadow boundary.

For $\sqrt{2}<N<2$, there is, in addition to $\theta_{1}=\theta_{1 R}$, another turning point at $\theta_{1}=\theta_{1 A}$ [cf. (2.24)], beyond which (2.20) is replaced by (2.21). For $\theta_{1}>\theta_{1 A}, \theta$ decreases from $\pi$ to $\theta_{L}$ [cf. (2.31)], where, by (2.39), $\theta_{L}>\theta_{R}$ for $N<N_{0}$ [Fig. 3(c)] and $\theta_{L}<\theta_{R}$ for $N>N_{0}$ [Fig. 3(d)]. Thus, for $N<N_{0}$, the rainbow occurs at a 2-ray/0-ray boundary, whereas for $N>N_{0}$ it occurs at a 3-ray/1-ray boundary; which should make it more difficult to observe. In the whole domain $\sqrt{2}<N<2$, the neighborhood of the backward direction is covered by three rays.

Finally, for $N>2$ [Fig. 3(e)], there are no turning points: we find only a 1 -ray and a 0 -ray region, just as for the previous terms of the Debye expansion.

## C. The Saddle Points for $1<N<\sqrt{2}$

From now on we shall deal mainly with the range $1<N<\sqrt{2}$, for which the ray directions are determined by (2.20). The appropriate representation for $f_{2,0}^{ \pm}(\beta, \theta)$ in this range is given by (2.7). In fact, as will now be seen, the saddle points on the real axis for the integrand of (2.7) are associated with the rays (2.20).

To determine the saddle points, let us consider the behavior of the integrand in the neighborhood of the real axis, between $\lambda=0$ and $\lambda=\beta$, where the real saddle points must lie. The integrand differs from the corresponding one in Paper I, (5.29) only by a factor $-\rho(\lambda, \beta)$, so that we can employ approximations similar to those leading to Paper I, (5.36). With the change of variables [Paper I, (5.35)],

$$
\begin{equation*}
\lambda=\beta \sin w_{1}=\alpha \sin w_{2} \tag{2.41}
\end{equation*}
$$

we find [cf. Paper I, (3.15)]

$$
\begin{align*}
\rho(\lambda, \beta)= & i\left(\frac{\cos w_{1}-N \cos w_{2}}{\cos w_{1}+N \cos w_{2}}\right) \\
& \times \exp \left\{2 i \beta\left[N \cos w_{2}+\left(w_{2}-\frac{\pi}{2}\right) \sin w_{2}\right]\right\} \\
& \times\left\{1-\frac{i}{4 \alpha \cos w_{2}}\left(1+\frac{5}{3} \tan ^{2} w_{2}\right)\right. \\
& \left.-\frac{i \tan ^{2} w_{1}}{\alpha \cos w_{2}}+\mathcal{O}\left(\beta^{-2}\right)\right\} \tag{2.42}
\end{align*}
$$

Taking into account Paper I, (5.36)-(5.38), this leads to

$$
\begin{align*}
& \frac{i}{\beta} \int \rho U Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta) \lambda d \lambda \\
& \approx \\
& \quad-2 e^{-i \pi / 4} N\left(\frac{2 \beta}{\pi \sin \theta}\right)^{\frac{1}{2}}  \tag{2.43}\\
& \quad \times \int C\left(w_{1}, \beta, \theta\right) \exp \left[i \beta \omega\left(w_{1}, \theta\right)\right] d w_{1}
\end{align*}
$$

where

$$
\begin{align*}
& \omega\left(w_{1}, \theta\right)= 2\left[2 N \cos w_{2}-\cos w_{1}\right. \\
&\left.+\left(2 w_{2}-w_{1}-\frac{\pi-\theta}{2}\right) \sin w_{1}\right],  \tag{2.44}\\
& C\left(w_{1}, \beta, \theta\right) \\
&=\left(\sin w_{1}\right)^{\frac{1}{2}} \cos ^{2} w_{1} \cos w_{2} \frac{\left(\cos w_{1}-N \cos w_{2}\right)}{\left(\cos w_{1}+N \cos w_{2}\right)^{3}} \\
& \times\left\{1+\frac{i}{\beta}\left[\frac{1}{4 \cos w_{1}}\left(1+\frac{5}{3} \tan ^{2} w_{1}\right)\right.\right. \\
&- \frac{1}{2 N \cos w_{2}}\left(1+\frac{5}{3} \tan ^{2} w_{2}\right)-\frac{2 \tan ^{2} w_{1}}{N \cos w_{2}} \\
&+\left.\left.\frac{\tan ^{2} w_{2}}{\cos w_{1}}-\frac{\cot \theta}{8 \sin w_{1}}\right]+\vartheta\left(\beta^{-2}\right)\right\} \tag{2.45}
\end{align*}
$$

In the derivation of these results, in addition to [ N , Eq. (CT)], we have employed the Debye asymptotic expansions [Paper N, (A16)] for $H_{\lambda}^{(1,2)}(\beta)$. The domain of validity of these expansions in the $\lambda$ plane ${ }^{12}$ is represented in Fig. 4 by the oblong-shaped region bounded by the curves in broken line, from which the domain

$$
\begin{equation*}
|\lambda|-\beta=\mathcal{O}\left(\beta^{\frac{1}{3}}\right) \tag{2.46}
\end{equation*}
$$

also has to be excluded. Thus, we can employ (2.43)(2.45) to locate not only real, but also complex saddle points (if any) contained within this region.

Taking into account Paper I, Eq. (5.39), we find

$$
\begin{equation*}
\partial \omega / \partial w_{1}=2 \cos w_{1}\left[2 w_{2}-w_{1}-\frac{1}{2}(\pi-\theta)\right] \tag{2.47}
\end{equation*}
$$

so that the saddle points are determined by

$$
\begin{equation*}
\bar{w}_{1}=\theta_{1}, \quad \bar{w}_{2}=\theta_{2}, \quad \bar{\lambda}=\beta \sin \theta_{1}=\alpha \sin \theta_{2} \tag{2.48}
\end{equation*}
$$

[^4]

Fig. 4. Saddle-point trajectories in the $\lambda$ plane as a function of $\theta$ for $1<N<\sqrt{2}$. $-z^{\prime \prime} ; \bigcirc-z^{\prime}$, where $z=\bar{\lambda} / \beta$ [ef. (A7)]. The limiting angle $\theta_{L}$ is given by (2.30) and the rainbow angle $\theta_{R}$ by (2.36). The two saddle points coalesce at $\theta=\theta_{R}$. For $\theta<\theta_{R}$, they move apart in complex conjugate directions. The oblong-shaped region is the domain of validity of the asymptotic expansions employed in (2.43)-(2.45).
where $\theta_{1}$ and $\theta_{2}$ are related to $\theta$ by (2.20). This justifies our choice of the representation (2.7). [As is readily seen with the help of [1, Eq. (C7)], had we chosen, instead, the representation (2.11), the resulting saddle points would correspond to (2.21). Thus, this would be the appropriate choice for $N>2$.]

In order to determine the saddle points, we have to find the real and complex roots of (2.48), (2.20) that lie within the domain under consideration. This is done in Appendix A. The results are graphically displayed in Fig. 4, which shows the trajectories described by the saddle points in the $\lambda$ plane as $\theta$ changes.

For $\theta_{L}<\theta<\pi$, the 1-ray region in Fig. 3(b), there is only one saddle point, given by $\bar{\lambda} / \beta=\sin \theta_{1}=$ $z^{\prime \prime}$, where $z^{\prime \prime}$ is defined in (A7). This saddle point moves from the origin to the point $z_{L}$ as $\theta$ decreases from $\pi$ to $\theta_{L}$.

At $\theta=\theta_{L}$ [cf. (2.30)], another saddle point $z^{\prime} \quad[\mathrm{cf}$. (A7)] appears at $\bar{\lambda} / \beta=1$ and, as $\theta$ decreases from $\theta_{L}$ to $\theta_{R}$, the two saddle points move towards each other. [This is not quite correct, since the Debye expansions
employed in (2.43)-(2.45) fail in the domain (2.46); we shall see in Sec. 3 how to treat the region $\theta \approx \theta_{L}$.] Their confluence takes place at the rainbow angle $\theta_{R}$. Thus, for $\theta_{R}<\theta<\theta_{L}$, there are two real saddle points, corresponding to the 2 -ray region in Fig. 3(b).

Finally, for $\theta<\theta_{R}$, the two saddle points become complex. They leave the real axis at right angles and describe complex-conjugate trajectories. This corresponds to the 0 -ray region in Fig. 3(b). However, the saddlepoint positions are given by (A7) only as long as they fall within the oblong-shaped domain indicated in Fig. 4. Outside of this domain, i.e., deep within the geometrical shadow region, the results are no longer valid. To evaluate the complex saddle points under these conditions, we would have to substitute (2.43)(2.45) by the appropriate representation, valid outside of the oblong-shaped region. However, as will be seen in Sec. 3C, the contribution from the complex saddle points no longer dominates the amplitude in the deep shadow region, so that the corresponding results will not be required.


Fig. 5. Division into regions for $1<N<\sqrt{2} ; \theta_{R}=\underset{\text { rainbow angle; } \theta_{L}=2 \text {-ray/1-ray boundary angle. The angular width of the transition }}{\text { regions }}$ regions is also indicated.

## 3. BEHAVIOR IN THE NORMAL REGIONS

According to geometrical optics [cf. Fig. 3(b)], there are three different angular regions for $1<N<\sqrt{2}$. They are distinguished by the number of geometrical rays passing through a given direction: 0-ray $\left(0<\theta<\theta_{R}\right)$, 2-ray $\left(\theta_{R}<\theta<\theta_{L}\right)$ and 1-ray $\left(\theta_{L}<\right.$ $\theta<\pi$ ).

If we consider also the corresponding transition regions, including a transition region near the backward direction, we find six angular regions requiring separate treatments, as shown in Fig. 5. The width $\Delta \theta$ of each transition region will be derived later on.

Region (v), corresponding to the rainbow, and region (vi), where the glory is found, are treated in Secs. 4 and 5, respectively. The remaining regions, which will be called "normal" regions, are treated in the present Section.

## A. The 1-Ray Region

This is the region

$$
\begin{equation*}
\theta-\theta_{L} \gg \gamma, \quad \pi-\theta \gg \beta^{-\frac{1}{2}} \tag{3.1}
\end{equation*}
$$

where $\theta_{L}$ is defined by (2.30) and $\gamma=(2 \nmid \beta)^{\frac{1}{3}}$, as in [I, Eq. (2.49)]. The restriction to $\pi-\theta \gg \beta^{-\frac{1}{2}}$ allows us to employ the asymptotic expansion [N, Eq. (C7)] for $Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)$ in (2.7), thus leading to the representation (2.43)-(2.45).

For $\theta>\theta_{L}$, we have seen that there is a single saddle point, given by

$$
\begin{equation*}
\bar{\lambda} / \beta=\sin \theta_{1}=N \sin \theta_{2}=z^{\prime \prime} \tag{3.2}
\end{equation*}
$$

where $z^{\prime \prime}$ is defined by (A7).
It follows from (2.47) that

$$
\begin{equation*}
\left(\frac{\partial^{2} \omega}{\partial w_{1}^{2}}\right)_{w_{1}=\theta_{1}}=\frac{2 \cos \theta_{1}}{N \cos \theta_{2}}\left(2 \cos \theta_{1}-N \cos \theta_{2}\right) \tag{3.3}
\end{equation*}
$$

Let

$$
\cos \theta_{1} / \cos \theta_{1 R}=\sqrt{3} \tan \phi \quad(0<\phi<\pi / 2)
$$

where $\cos \theta_{1 R}$ is given by (2.35). Then, (3.3) becomes

$$
\left(4 \cos \theta_{1}\right)^{-1}\left(\partial^{2} \omega\right) /\left(\partial w_{1}^{2}\right)_{v_{1}=\theta_{1}}=\sin \phi-\frac{1}{2}
$$

so that

$$
\begin{align*}
& \left(\frac{\partial^{2} \omega}{\partial w_{1}^{2}}\right)_{\theta_{1}}>0, \text { for } \theta_{1}<\theta_{1 R} \\
& \left(\frac{\partial^{2} \omega}{\partial w_{1}^{2}}\right)_{\theta_{1}}<0, \text { for } \theta_{1}>\theta_{1 R} \tag{3.4}
\end{align*}
$$

In the present case (cf. Fig. 4), we have $\theta_{1}<\theta_{1 R}$, so that the steepest-descent path crosses the real axis at the saddle point at an angle of $\pi / 4$. This leads us to choose $f_{2,0}^{-}$(rather than $f_{2,0}^{+}$) in (2.7). The steepestdescent path is schematically represented by the curve in full line in Fig. 6. It must begin and end at


FIG. 6. Behavior of the integrand of (2.7) and the paths of integration in the $\lambda$ plane $\left(\theta>\theta_{L}\right) . \times$ poles of $\rho U ;\left(\otimes\right.$-poles of $Q_{\lambda-\frac{1}{2}}^{(2)}$ at the negative half-integers; $\odot$-saddle point. The integrand diverges as $|\lambda| \rightarrow \infty$ within the shaded regions and tends to zero elsewhere (apart from the poles). The original path of integration, shown in broken line, must be deformed onto the steepest-descent path, shown in solid line; this gives rise to residues at the poles $\lambda_{n}$ and $-\lambda_{n}$.
infinity outside of the shaded regions, where the integrand diverges [cf. Fig. 1 and (2.16)]. In order to deform the path of integration in (2.7) from ( $-\infty-$ $i \epsilon, \infty+i \epsilon$ ) (curve in broken line in Fig. 6) to the steepest-descent path ( $-\sigma_{1} \infty, \sigma_{1} \infty$ ), we have to go across the poles $\lambda_{n}$ and $-\lambda_{n}$, so that we find

$$
\begin{align*}
f_{2.0}^{-}(\beta, \theta)= & -\frac{i}{\beta} \int_{-\sigma_{1} \infty}^{\sigma_{1} \infty} \rho U Q_{\lambda-\frac{2}{2}}^{(2)}(\cos \theta) \lambda d \lambda \\
& +\frac{2 \pi}{\beta} \sum_{n}\left\{\text { residue }\left[\lambda \rho U Q_{\lambda-\frac{2}{2}}^{(2)}(\cos \theta)\right]_{\lambda_{n}}\right. \\
& \left.- \text { residue }\left[\lambda \rho U Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)\right]_{-\lambda_{n}}\right\} . \tag{3.5}
\end{align*}
$$

It is irrelevant for our purpose whether the number of poles crossed is finite or infinite. This depends on the shape of the path far away from the saddle point, which will not be investigated here. Actually, only poles close to the real axis give a significant contribution. For simplicity, the residues at all the poles have been included in (3.5) and subsequent relations, but
only trivial changes are required if the number is finite.
Since $\lambda=-\lambda_{n}$ is a triple pole (cf. I, Sec. 3B), we have
residue $\left[\lambda \rho U Q_{\lambda-\frac{2}{(2)}}^{(2)}(\cos \theta)\right]_{-\lambda_{n}}$

$$
=\frac{1}{2!} \frac{d^{2}}{d \lambda^{2}}\left[\left(\lambda+\lambda_{n}\right)^{3} \lambda \rho U Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)\right]_{-\lambda_{n}} .
$$

Changing $\lambda \rightarrow-\lambda$ on the right-hand side, and taking into account (2.2), we find
residue $\left[\lambda \rho U Q_{\lambda-\frac{2}{2}}^{(2)}(\cos \theta)\right]_{-\lambda_{n}}$

$$
\begin{equation*}
=\text { residue }\left[\lambda e^{2 i \pi \lambda} \rho U Q_{-\lambda-\frac{1}{2}}^{(2)}(\cos \theta)\right]_{\lambda_{\pi}} . \tag{3.6}
\end{equation*}
$$

It follows from N, Eq. (C5) and (C6), that
$Q_{-\lambda-\frac{1}{2}}^{(2)}(\cos \theta)=Q_{\lambda-\frac{2}{2}}^{(1)}(\cos \theta)-\frac{i}{\cos (\pi \hat{\lambda})} P_{\lambda-\frac{1}{2}}(-\cos \theta)$.

Substituting (3.6) and (3.7) in (3.5), and taking into account I, (2.12), we get
$f_{2,0}^{-}(\beta, \theta)$

$$
\begin{align*}
= & -\frac{i}{\beta} \int_{-\sigma_{1} \infty}^{\sigma_{1} \infty} \rho U Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta) \lambda d \lambda+2 \bar{f}_{2, \mathrm{res}}(\beta, \theta) \\
& +\frac{2 \pi}{\beta} \sum_{n} \text { residue }\left\{\lambda \rho U \left[Q_{\lambda-\frac{2}{2}}^{(2)}(\cos \theta)\right.\right. \\
& \left.\left.-e^{2 i \pi \lambda} Q_{\lambda-\frac{1}{2}}^{(1)}(\cos \theta)\right]\right\}_{\lambda_{n}}, \tag{3.8}
\end{align*}
$$

where $\overline{f_{2, \text { res }}}$ is the residue series at the poles $\lambda_{n}$ defined in (2.15).

It follows from N, Eq. (C3)-(C4), that
$Q_{\lambda-\frac{2}{2}}^{(2)}(\cos \theta)-e^{2 i \pi \lambda} Q_{\lambda-\frac{1}{2}}^{(1)}(\cos \theta)=-i e^{i \pi \lambda} P_{\lambda-\frac{1}{2}}(-\cos \theta)$.

Substituting the result in (3.8) and taking into account (2.15), we find that (2.6) finally becomes

$$
\begin{array}{r}
f_{2}(\beta, \theta)=f_{2, g}(\beta, \theta)+f_{2, \mathrm{res}}(\beta, \theta)+f_{2, \mathrm{res}}^{\prime}(\beta, \theta) \\
\left(\theta_{L}<\theta<\pi\right), \tag{3.10}
\end{array}
$$

where

$$
\begin{align*}
f_{2, \theta}(\beta, \theta)= & -\frac{i}{\beta} \int_{-\sigma_{1} \infty}^{\sigma_{1} \infty} \rho U Q_{\lambda-\frac{2}{2}}^{(2)}(\cos \theta) \lambda d \lambda  \tag{3.11}\\
f_{2, \text { res }}(\beta, \theta)= & -\frac{2 \pi i}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \\
& \times \sum_{n} \operatorname{residue}\left\{\lambda \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta)\right. \\
& \times \exp [i(2 m+1) \pi \lambda]\}_{\lambda_{n}} \tag{3.12}
\end{align*}
$$

and

$$
\begin{align*}
f_{2, \text { res }}^{\prime}(\beta, \theta)= & \frac{2 \pi i}{\beta} \sum_{m=1}^{\infty}(-1)^{m} \\
& \times \sum_{n} \text { residue }\left\{\lambda \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta)\right. \\
& \times \exp [i(2 m+1) \pi \lambda]\}_{-\lambda_{n}^{\prime}} . \tag{3.13}
\end{align*}
$$

Let us consider first the "geometrical-optic" term $f_{2, g}(\beta, \theta)$. The expansion for the integrand in the vicinity of the saddle point follows from (2.43)-(2.45), and the saddle point is determined by (2.48) and (2.20). The path of integration is the image of that shown in Fig. 6 in the $w_{1}$-plane.

The saddlepoint evaluation of (3.11) now proceeds by applying the analog of N, Eq. (6.12), which differs
from I, Eq. (4.34) only by the substitutions:

$$
\begin{gather*}
B \rightarrow C, \quad \delta \rightarrow \omega, \quad\left|\delta^{\prime \prime}\right| \rightarrow-\omega^{\prime \prime}, \\
\left|\delta^{\prime \prime}\right|^{\frac{1}{2}} \rightarrow-i\left(\omega^{\prime \prime}\right)^{\frac{1}{2}} . \tag{3.14}
\end{gather*}
$$

A rather tedious calculation finally leads to the result

$$
\begin{align*}
f_{2, g}(\beta, \theta)= & -\left(\frac{\sin \theta_{1}}{\sin \theta}\right)^{\frac{1}{2}} \frac{\left(2 N \cos \theta_{1} \cos \theta_{2}\right)^{\frac{3}{2}}}{\left(2 \cos \theta_{1}-N \cos \theta_{2}\right)^{\frac{1}{2}}} \\
& \times \frac{\left(N \cos \theta_{2}-\cos \theta_{1}\right)}{\left(N \cos \theta_{2}+\cos \theta_{1}\right)^{3}} \\
& \times \exp \left[2 i \beta\left(2 N \cos \theta_{2}-\cos \theta_{1}\right)\right] \\
& \times\left\{1-\frac{i \mathcal{G}\left(\theta_{1}, \theta\right)}{64 \beta \cos \theta_{1}}+\mathcal{O}\left(\beta^{-2}\right)\right\}, \tag{3.15}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{G}\left(\theta_{1}, \theta\right)= & 8 \cot \theta_{1}\left[\cot \theta+\frac{\cot \theta_{1}}{2(2 \chi-1)}\right] \\
& +6(9 \chi-11)-\frac{15}{2 \chi-1}-\frac{9}{(2 \chi-1)^{2}} \\
& +\tan ^{2} \theta_{1}\left[56 \chi^{3}-3 \chi^{2}+\frac{39}{2} \chi-\frac{79}{2}\right. \\
& \left.-\frac{33}{2(2 \chi-1)}-\frac{51}{4(2 \chi-1)^{2}}-\frac{15}{4(2 \chi-1)^{3}}\right] \tag{3.16}
\end{align*}
$$

and, as in I, (5.47),

$$
\begin{equation*}
\chi=\left(\frac{d w_{2}}{d w_{1}}\right)_{\bar{w}_{1}}=\frac{\cos \theta_{1}}{N \cos \theta_{2}} \tag{3.17}
\end{equation*}
$$

The relation between $\theta_{1}$ and $\theta$ follows from (3.2) and Appendix A, so that, in principle, everything can be explicitly written as a function of $\theta$, but the resulting expressions would be enormously complicated.

The result (3.15) should be compared with I, Eq. (5.45). It contains an additional factor corresponding to the internal Fresnel reflection coefficient, as well as the phase factor appropriate to the ray path shown in Fig. 2(b). The denominator ( $\left.2 \cos \theta_{1}-N \cos \theta_{2}\right)^{\frac{1}{2}}$ would vanish only at the rainbow angle (2.34), but this falls outside of the region (3.1).

Let us consider next the residue series at the poles $\lambda_{n}$, given by (3.12). Substituting $\rho$ and $U$ by their definitions I, Eq. (3.15) and I, Eq. (3.24), and taking
into account I, Eqs. (3.4)-(3.8), we find [cf. I, Eq. (5.17)]:

$$
\begin{align*}
f_{2, \text { res }}(\beta, \theta)=- & \frac{32 i}{\pi \beta^{3}} \sum_{m=0}^{\infty}(-1)^{m} \\
& \times \sum_{n} \text { residue }\left\{\frac{c_{m}(\lambda, \beta, \theta)}{[d(\lambda, \beta)]^{3}}\right\}_{\lambda_{n}}, \tag{3.18}
\end{align*}
$$

where, as in I, Eq. (4.38),

$$
\begin{equation*}
d(\lambda, \beta)=[1 \beta]-N[2 \alpha] \tag{3.19}
\end{equation*}
$$

and

$$
\begin{align*}
c_{m}(\lambda, \beta, \theta)= & \lambda \exp [i(2 m+1) \pi \lambda] \frac{H_{\lambda}^{(1)}(\alpha)}{\left[H_{\lambda}^{(1)}(\beta)\right]^{2}\left[H_{\lambda}^{(2)}(\alpha)\right]^{3}} \\
& \times([1 \beta]-N[1 \alpha]) P_{\lambda-\frac{1}{2}}(-\cos \theta) . \quad(3.20) \tag{3.20}
\end{align*}
$$

The residue of the expression within curly brackets in (3.18) at a triple pole is given by (cf. Ref. 9, Appendix II):

$$
\begin{align*}
\text { residue } & \left\{\frac{c_{m}(\lambda, \beta, \theta)}{[d(\lambda, \beta)]^{3}}\right\}_{\lambda_{n}} \\
& =\frac{c_{m}}{2 \dot{d}^{3}}\left[\frac{\ddot{c}_{m}}{c_{m}}-3 \frac{\dot{c}_{m}}{c_{m}} \frac{\ddot{d}}{\dot{d}}+3\left(\frac{\ddot{d}}{d}\right)^{2}-\frac{\dddot{d}}{\dot{d}}\right]_{\lambda_{n}} \tag{3.21}
\end{align*}
$$

where the dots denote partial derivatives with respect to $\lambda$ and all quantities in the second member are to be evaluated at the pole $\lambda_{n}$.
Let us evaluate (3.21) to lowest order, just as we did for $\mathrm{I},(5.22)$ [in Sec. 5C, we shall have to reevaluate (3.21) with much greater accuracy]. For this purpose, we employ the asymptotic expansions N , (A16) for $H_{\lambda}^{(1,2)}(\alpha)$ and $\mathrm{N},(\mathrm{C} 11)$ for $P_{\lambda-\frac{1}{2}}(-\cos \theta)$ (this is allowed since $\pi-\theta>\beta^{-1}$ ), and the expansions given in I, Appendix A, for $H_{\lambda}^{(1)}(\beta)$ and its derivatives with respect to $\lambda$ and $\beta$. Keeping only the dominant term in each expansion and neglecting corrections of order $\gamma^{2}$, we find the following final result:

$$
\begin{align*}
& f_{2, \text { res }}(\beta, \theta) \\
& \approx \\
& \approx \frac{e^{i \pi / 12}}{M^{2}}\left(\frac{\gamma}{\pi \sin \theta}\right)^{\frac{1}{2}} \exp (4 i M \beta) \\
& \quad \times\left\{i \sum_{n}\left(a_{n}^{\prime}\right)^{-2}\left[\left(\zeta_{2,0}^{+}\right)^{2}+M \zeta_{2,0}^{+}\right] \exp \left(i \lambda_{n} \zeta_{2,0}^{+}\right)\right. \\
& \quad+\sum_{m=1}^{\infty}(-1)^{m} \sum_{n}\left(a_{n}^{\prime}\right)^{-2}\left\{i\left[\left(\zeta_{2, m}^{+}\right)^{2}+M \zeta_{2, m}^{+}\right]\right. \\
& \quad \times \exp \left(i \lambda_{n} \zeta_{2, m}^{+}\right)-\left[\left(\zeta_{2, m}^{-}\right)^{2}+M \zeta_{2, m}^{-}\right]  \tag{3.22}\\
& \left.\left.\quad \times \exp \left(i \lambda_{n} \zeta_{2, m}^{-}\right)\right\}\right\}
\end{align*}
$$

where [cf. (2.30)]

$$
\begin{gather*}
\zeta_{2, m}^{ \pm}=2 m \pi-2 \theta_{t} \pm \theta=2 m \pi-\theta_{L} \pm \theta \\
(m=0,1,2, \cdots) . \tag{3.23}
\end{gather*}
$$

For the general evaluation of the dominant term in the residue-series contribution at the poles $\lambda_{n}$, of which (3.22) is a particular case, see Appendix C.
Just as in Paper I [Eq. (5.24)], we can rewrite this result as follows:

$$
\begin{align*}
& f_{2, \text { res }}(\beta, \theta) \\
& \approx i(\sin \theta)^{-\frac{1}{2}} \exp (4 i M \beta) \\
& \times\left\{\sum_{n} D_{n}^{2} D_{21} D_{12}\left[\tilde{R}_{11} \zeta_{2,0}^{+}+\frac{1}{2} D_{21} D_{12}\left(\zeta_{2,0}^{+}\right)^{2}\right]\right. \\
& \times \exp \left(i \lambda_{n} \zeta_{2,0}^{+}\right)+\sum_{m=1}^{\infty}(-1)^{m} \sum_{n} D_{n}^{2} D_{21} D_{12} \\
& \times\left[\left(\tilde{R}_{11} \zeta_{2, m}^{+}+\frac{1}{2} D_{21} D_{12}\left(\zeta_{2, m}^{+}\right)^{2}\right) \exp \left(i \lambda_{n} \zeta_{2, m}^{+}\right)\right. \\
&\left.\left.+i\left(\tilde{R}_{11} \zeta_{2, m}^{-}+\frac{1}{2} D_{21} D_{12}\left(\zeta_{2, m}^{-}\right)^{2}\right) \exp \left(i \lambda_{n} \zeta_{2, m}^{-}\right)\right]\right\}, \tag{3.24}
\end{align*}
$$

where, as in I, (4.45) and I ,(5.25),

$$
\begin{gather*}
D_{n}^{2}=\frac{1}{2} e^{i \pi / 12}(\gamma / \pi)^{\frac{1}{2}}\left(a_{n}^{\prime}\right)^{-2},  \tag{3.25}\\
D_{21} D_{12}=2 / M, \tag{3.26}
\end{gather*}
$$

with $M$ given by (2.38) and

$$
\begin{equation*}
\tilde{R}_{11}=1 . \tag{3.27}
\end{equation*}
$$

The physical interpretation of this result in terms of diffracted rays is similar to that of I, (5.24) (cf. also I, Fig. 15). As shown in Figs. 7(a) and 7(b), the tangentially incident rays at $T_{1}$ and $T_{2}$, after undergoing two critical refractions and one total internal reflection, reemerge tangentially to define the 2 -ray/ 1 -ray shadow boundary at the points $\mathrm{T}_{1}^{\prime \prime \prime}$ and $\mathrm{T}_{2}^{\prime \prime \prime}$, respectively. At these points, they excite surface waves propagating from the shadow boundary into the shadow (i.e., into the 1 -ray region). This gives rise to the diffracted rays $\mathrm{T}_{2} \mathrm{~T}_{2}^{\prime} \mathbf{T}_{2}^{\prime \prime} \mathrm{T}_{2}^{\prime \prime \prime} \mathrm{B}$ [Fig. 7(a)] and $\mathrm{T}_{1} \mathrm{~T}_{1}^{\prime} \mathrm{T}_{1}^{\prime \prime} \mathrm{T}_{1}^{\prime \prime \prime} \mathrm{A}$ [Fig. 7(b)]. The corresponding angles described along the surface are $\zeta_{2,0}^{+}$and $\zeta_{2,1}$, respectively, and after additional turns around the sphere, the angles are given by (3.23).
As in I, Sec. 5B, there are again infinitely many paths leading to the same direction of emergence for this class of diffracted rays. Their common feature is


Fig. 7. Physical interpretation of (3.24). The limiting rays (a) $\mathrm{T}_{2} \mathrm{~T}_{2}^{\prime} \mathrm{T}_{2}^{\prime \prime}$ and (b) $\mathrm{T}_{1} \mathrm{~T}_{1}^{\prime} \mathrm{T}_{1}^{\prime \prime}$ which define the 2 -ray/1-ray shadow baundary excite surface waves propagating into the shadow, generating the diffracted rays (a) $\mathrm{T}_{2} \mathbf{T}_{2}^{\prime} \mathbf{T}_{2}^{\prime \prime} \mathbf{T}_{2}^{\prime \prime^{\prime}} \mathbf{B}$ and (b) $\mathrm{T}_{1} \mathbf{T}_{1}^{\prime} \mathrm{T}_{1}^{\prime \prime} \mathbf{T}_{1}^{\prime \prime \prime} \mathbf{A}$, in the direction $\theta$. The corresponding angles described along the surface are $\zeta_{2,0}^{+}$and $\zeta_{2,1}^{-}$, respectively. There are infinitely many possible paths for this class of diffracted rays: (c) type-I rays describe an angle $\phi_{1}$ as surface waves before penetrating again into the sphere; (d) type-II rays describe two angles, $\phi_{1}$ and $\phi_{2}$, before emerging to describe the final angle $\zeta_{2,0}^{+}-\phi_{1}-\phi_{2}$.
that, for all of them, the diffracted rays take two "shortcuts" across the sphere. They can be subdivided into two types (cf. Ref. 9), as illustrated in Figs. 7(c) and 7 (d) for $\zeta_{2.0}^{+}$.
Type-I rays [Fig. 7(c)] are those which, after excitation at $\mathrm{T}_{2}$ (with diffraction coefficient $D_{n}$ ), describe an angle $\phi_{1}\left(0 \leq \phi_{1} \leq \zeta_{2,0}^{+}\right)$as surface waves, are critically refracted into the sphere at $\mathrm{T}_{2}^{\prime}$ (coefficient $D_{21}$ ), undergo total internal reflection at $\mathrm{T}_{2}^{\prime \prime}$ (coefficient $\tilde{R}_{11}$ ), reemerge at $\mathrm{T}_{2}^{\prime \prime \prime}$ (coefficient $D_{12}$ ) to describe the final angle $\zeta_{2,0}^{+}-\phi_{1}$, and finally leave the surface tangentially at $\mathrm{T}_{2}^{\mathrm{IV}}$ (coefficient $D_{n}$ ). As in I, Sec. 5 B , the contribution from those paths such that an angle between $\phi_{1}$ and $\phi_{1}+d \phi_{1}$ is described is proportional to $d \phi_{1}$, so that the total contribution from type-I rays is proportional to

$$
\begin{equation*}
D_{n}^{2} D_{21} D_{12} \tilde{R}_{11} \int_{0}^{\zeta 2,0^{+}} d \phi_{1}=D_{n}^{2} D_{21} D_{12} \tilde{R}_{11} \zeta_{2,0}^{+} . \tag{3.28}
\end{equation*}
$$

Type-II rays [Fig. 7(d)] differ from type-I only by
the fact that, instead of undergoing total internal reflection at $T_{2}^{\prime \prime}$, they are critically refracted to the outside (coefficient $D_{12}$ ), deseribe another angle $\phi_{2}$ $\left(0 \leq \phi_{1}+\phi_{2} \leq \zeta_{2,0}^{+}\right)$as surface waves, and are critically refracted to the inside at $\mathrm{T}_{2}^{\prime \prime \prime}$; thereafter, they behave as type-I rays. The total contribution from type-II rays is therefore proportional to

$$
\begin{align*}
D_{n}^{2}\left(D_{21} D_{12}\right)^{2} & \iint_{0 \leq \phi_{1}+\phi_{2} \leq 52,0^{+}} d \phi_{1} d \phi_{2} \\
& =D_{n}^{2}\left(D_{21} D_{12}\right)^{2} \int_{0}^{\zeta_{2,0^{+}}} d \phi_{1} \int_{0}^{\zeta_{2,0^{+}-\phi_{1}}} d \phi_{2} \\
& =\frac{1}{2} D_{n}^{2}\left(D_{21} D_{12}\right)^{2}\left(\zeta_{2,0}^{+}\right)^{2} . \tag{3.29}
\end{align*}
$$

The phase factor $\exp (4 i M \beta)$ in (3.24) accounts for the optical path difference associated with the two shortcuts. A similar discussion for a cylinder has been given by Chen. ${ }^{9}$

Finally, let us consider the residue series at the poles $-\lambda_{n}^{\prime}$, given by (3.13). With the help of (3.6), we can rewrite (3.13) as

$$
\begin{align*}
f_{2, \text { res }}^{\prime}(\beta, \theta)= & \frac{2 \pi i}{\beta} \sum_{m=1}^{\infty}(-1)^{m} \sum_{n} \text { residue } \\
& \times\left\{\lambda \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta)\right. \\
& \times \exp [-i(2 m-1) \pi \lambda]\}_{\lambda^{\prime}} . \tag{3.30}
\end{align*}
$$

Except for the change in sign and the exclusion of $m=0$, we can still apply (3.18)-(3.21), the main difference being that the residues are now to be evaluated at $\lambda_{n}^{\prime}$, rather than $\lambda_{n}$.

The approximations employed for the evaluation of (3.30) are the same as for $I$, (5.27), except that (3.20) contains also $H_{\lambda}^{(1)}(\alpha)$. According to I, (3.35) and I, (A1), we have

$$
\begin{equation*}
H_{\lambda_{n}}^{(1)}(\alpha) \approx 2 \frac{e^{-i \pi / 3}}{\gamma^{\prime}} \mathrm{Ai}\left(e^{i \pi / 3} x_{n}\right), \tag{3.31}
\end{equation*}
$$

where $\gamma^{\prime}=(2 / \alpha)^{\frac{1}{3}}$, as in I, (5.62). It follows from the Wronskian relation N , (D3), that

$$
\begin{equation*}
\operatorname{Ai}\left(e^{i \pi / 3} x_{n}\right)=-\frac{e^{i \pi / 6}}{2 \pi a_{n}^{\prime}} \tag{3.32}
\end{equation*}
$$

Taking into account these results, we finally obtain

$$
\begin{align*}
f_{2, \text { res }}^{\prime}(\beta, \theta) \approx & \frac{e^{i \pi / 12} N^{2}}{4 \pi M} \frac{\exp (2 M \beta)}{\left(\pi \gamma^{\prime} \sin \theta\right)^{\frac{1}{2}}} \\
& \times\left\{\sum_{n}\left(a_{n}^{\prime}\right)^{-4}\left(\tilde{\zeta}_{2,0}^{+}\right)^{2} \exp \left(-i \lambda_{n}^{\prime} \tilde{\zeta}_{2,0}^{+}\right)\right. \\
& +\sum_{m=1}^{\infty}(-1)^{m} \sum_{n}\left(a_{n}^{\prime}\right)^{-4}\left[\left(\tilde{\zeta}_{2, m}^{+}\right)^{2}\right. \\
& \times \exp \left(-i \lambda_{n}^{\prime} \tilde{\zeta}_{2, m}^{+}\right)-i\left(\tilde{\zeta}_{2, m}\right)^{2} \\
& \times \exp \left(-i \lambda_{n}^{\prime} \tilde{\left.\left.\zeta_{2, m}^{-}\right)\right]}\right\} \tag{3.33}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\zeta}_{2, m}^{ \pm}=2 m \pi-2 i \cosh ^{-1} N \pm \theta \tag{3.34}
\end{equation*}
$$

For $N<1$, the general evaluation of the dominant term in the residue-series contribution at the poles $\lambda_{n}^{\prime}$ is given in Appendix D .
This result should be compared with I, (5.27). As in that case, $f_{2, \text { res }}^{\prime}$ is exponentially small as compared with $f_{2 \text {, res }}$, and can therefore be neglected. As will be seen in Sec. 7 F the reverse is true for $N<1$, and the analytic continuation of (3.33) to that case has a physical interpretation similar to that of $I$, (5.65).

The limitation to $\theta-\theta_{L} \gg \gamma$ in the domain of validity of the above results [cf. (3.1)] arises from (3.22): This is the domain where the least strongly damped series, involving $\exp \left(i \lambda_{n} \zeta_{2,0}^{+}\right)$, is rapidly convergent.

## B. The 2-Ray Region

This is the region

$$
\begin{equation*}
\theta_{L}-\theta \gg \gamma, \quad \theta-\theta_{R} \gg \gamma^{2} / M \tag{3.35}
\end{equation*}
$$

In this region, in addition to the real saddle point $z^{\prime \prime}$, with $\theta_{1}<\theta_{1 R}$, there is another real saddle point $z^{\prime}$, with $\theta_{1}>\theta_{1 R}$ (cf. Fig. 4 and Appendix A).
According to (3.4), the steepest-descent path at the new saddle point $z^{\prime}$ crosses the real axis at an angle of $-\pi / 4$, so that the path of integration shown in Fig. 6 must be replaced by the new path shown in solid line in Fig. 8.

In order to deform the path of integration in (2.7) from ( $-\infty-i \epsilon, \infty+i \epsilon$ ) (curve in broken line in Fig. 8) to the new path $\left(-\sigma_{1} \infty, \sigma_{2} \infty\right)$, we have to go across the poles $-\lambda_{n}$ and $\lambda_{n}^{\prime}$ so that, instead of (3.10), we find
$f_{2}(\beta, \theta)=\tilde{f}_{2, \theta}(\beta, \theta)+\tilde{f}_{2, \text { res }}(\beta, \theta)+\tilde{f}_{2, \text { res }}^{\prime}(\beta, \theta)$,
where

$$
\begin{align*}
f_{2, g}(\beta, \theta)= & -\frac{i}{\beta} \int_{-\sigma_{1} \infty}^{\sigma_{2} \infty} \rho U Q_{\lambda-\frac{2}{2}}^{(2)}(\cos \theta) \lambda d \lambda,  \tag{3.37}\\
f_{2, \mathrm{res}}^{\prime}(\beta, \theta)= & f_{2, \mathrm{res}}(\beta, \theta)-\frac{2 \pi}{\beta} \\
& \times \sum_{n} \operatorname{residue}\left[\lambda \rho U Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)\right]_{\lambda_{n}}  \tag{3.38}\\
\tilde{f}_{2, \text { res }}^{\prime}(\beta, \theta)= & f_{2, \mathrm{res}}^{\prime}(\beta, \theta)-\frac{2 \pi}{\beta} \\
& \times \sum_{n=1}^{n_{0}} \operatorname{residue}\left[\lambda \rho U Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)\right]_{\lambda_{n^{\prime}}}, \tag{3.39}
\end{align*}
$$

where $f_{2, \text { res }}$ and $f_{2, \text { res }}^{\prime}$ are given by (3.12) and (3.13), respectively, and $n_{0}$ is the total number of poles $\lambda_{n}^{\prime}$ crossed by the contour. In order to determine the total number $n_{0}$ of poles $\lambda_{n}^{\prime}$ crossed, a detailed investigation of the shape of the steepest-descent path far away from the saddle points would be required. For our purposes, it is sufficient to know that the contribution from the poles $\lambda_{n}^{\prime}$ can be neglected.

The "geometrical-optic" term (3.37) now contains two contributions, one from each saddle point. The contribution from the left saddle point $z^{\prime \prime}$ is still given by (3.15)-(3.17); that from the right saddle point $z^{\prime}$ is similar, except that we must now employ I,


Fig. 8. Path of integration in (2.7) for $\theta_{A}<\theta<\theta_{L} . \times$-poles of $\rho U ; \otimes$ poles of $Q_{\lambda-\frac{1}{2}}^{(2)} ; \odot-$ saddle points. The original path of integration, shown in broken line, must be deformed onto the path shown in solid line; this gives rise to residues at the poles $-\lambda_{n}$ and $\lambda_{n}^{\prime}$ (cf. Fig. 6).
(4.34), so that we find

$$
\begin{equation*}
\tilde{f}_{2 . g}(\beta, \theta)=\tilde{f}_{2, g}^{\prime}(\beta, \theta)+\tilde{f}_{2, g}^{\prime \prime}(\beta, \theta) \tag{3.40}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{f}_{2, g}^{\prime}(\beta, \theta)= & i\left\{\left(\frac{\sin \theta_{1}}{\sin \theta}\right)^{\frac{1}{2}} \frac{\left(2 N \cos \theta_{1} \cos \theta_{2}\right)^{\frac{3}{2}}}{\left(N \cos \theta_{2}-2 \cos \theta_{1}\right)^{\frac{1}{2}}}\right. \\
& \times \frac{\left(N \cos \theta_{2}-\cos \theta_{1}\right)}{\left(N \cos \theta_{2}+\cos \theta_{1}\right)^{3}} \\
& \times \exp \left[2 i \beta\left(2 N \cos \theta_{2}-\cos \theta_{1}\right)\right] \\
& \left.\times\left[1-\frac{i \mathcal{G}\left(\theta, \theta_{1}\right)}{64 \beta \cos \theta_{1}}\right]\right\}_{\sin \theta_{1}=z^{\prime}}, \\
\tilde{f}_{2,9}^{\prime \prime}(\beta, \theta)= & -\left\{\left(\frac{\sin \theta_{1}}{\sin \theta}\right)^{\frac{1}{2}} \frac{\left(2 N \cos \theta_{1} \cos \theta_{2}\right)^{\frac{3}{2}}}{\left(2 \cos \theta_{1}-N \cos \theta_{2}\right)^{\frac{1}{2}}}\right. \\
& \times \frac{\left(N \cos \theta_{2}-\cos \theta_{1}\right)}{\left(N \cos \theta_{2}+\cos \theta_{1}\right)^{3}} \\
& \times \exp \left[2 i \beta\left(2 N \cos \theta_{2}-\cos \theta_{1}\right)\right] \\
& \left.\times\left[1-\frac{i \mathcal{G}\left(\theta, \theta_{1}\right)}{64 \beta \cos \theta_{1}}\right]\right\}_{\sin \theta_{1}=z^{\prime \prime}}, \tag{3.42}
\end{align*}
$$

where $\mathcal{G}\left(\theta, \theta_{1}\right)$ is still given by (3.16), and $z^{\prime}, z^{\prime \prime}$ are given by (A7).

In particular, near the rainbow angle, with

$$
\begin{equation*}
\theta=\theta_{R}+\epsilon \tag{3.43}
\end{equation*}
$$

$$
\begin{equation*}
\gamma^{2} / M \ll \epsilon \ll \beta^{-\frac{1}{2}} \tag{3.44}
\end{equation*}
$$

the saddle points are given by (A23), and we can also employ (A25)-(A26). Taking the slowly-varying factors outside the exponentials in (3.41)-(3.42) at the rainbow angle $\theta=\theta_{R}, \theta_{1}=\theta_{1 R}$, we then find

$$
\begin{align*}
f_{2, g}\left(\beta, \theta_{R}+\epsilon\right)= & -\frac{16}{27} e^{-i \pi / 4} \frac{N^{2}}{\left(8+N^{2}\right)^{\frac{1}{2}}} \frac{c^{\frac{1}{2}}}{s^{\frac{3}{2}}} \\
& \times \exp \left[6 i c \beta+i s \beta \epsilon+\mathcal{O}\left(\beta \epsilon^{2}\right)\right] \\
& \times \sin \left[\frac{s \beta}{2}\left(\frac{4 c}{3 s} \epsilon\right)^{\frac{3}{2}}+\frac{\pi}{4}\right]\left(\frac{4 c}{3 s} \epsilon\right)^{-\frac{1}{4}} \\
\times & {\left[1+\mathcal{O}\left(\frac{1}{\beta \epsilon^{\frac{3}{2}}}\right)\right] } \\
& \left(\gamma^{2} / M \ll \epsilon \ll \beta^{-\frac{1}{2}}\right), \tag{3.45}
\end{align*}
$$

where $c$ and $s$ are defined by (2.35). This oscillatory behavior of the amplitude arises from interference between the two geometrical contributions (3.41) and (3.42), which have nearly equal amplitudes close to the rainbow angle.

To the same order of approximation employed in the derivation of (3.22), the residue series (3.38) differs from that result only by the omission of the terms in $\zeta_{2,0}^{+}$:

$$
\begin{align*}
\tilde{f}_{2, \text { res }}(\beta, \theta) \approx & \frac{e^{i \pi / a}}{M^{2}}\left(\frac{\gamma}{\pi \sin \theta}\right)^{\frac{1}{2}} \\
& \times \exp (4 i M \beta) \sum_{m=1}^{\infty}(-1)^{m} \sum_{n}\left(a_{n}^{\prime}\right)^{-2} \\
& \times\left\{i\left[\left(\zeta_{2, m}^{+}\right)^{2}+M \zeta_{2, m}^{+}\right] \exp \left(i \lambda_{n} \zeta_{2, m}^{+}\right)\right. \\
& \left.-\left[\left(\zeta_{2, m}^{-}\right)^{2}+M \zeta_{2, m}^{-}\right] \exp \left(i \lambda_{n} \zeta_{2, m}^{-}\right)\right\} . \tag{3.46}
\end{align*}
$$

This is just what we should get, since the surface wave excited at $\mathrm{T}_{2}^{\prime \prime}$ [Fig. 7(a)] now has to describe an angle $2 \pi-\left(\theta_{L}-\theta\right)=\zeta_{2.1}^{+}<2 \pi$ before emerging in the direction $\theta$.

Similarly, the last term in (3.39) is equivalent to an additional contribution in $\tilde{\zeta}_{2,0}^{-}$to (3.33), so that we get

$$
\begin{array}{r}
\tilde{f}_{2, \mathrm{res}}^{\prime}(\beta, \theta) \approx f_{2, \mathrm{res}}^{\prime}(\beta, \theta)-i \frac{e^{i \pi / 12} N^{2}}{4 \pi M} \frac{\exp (2 M \beta)}{\left(\pi \gamma^{\prime} \sin \theta\right)^{\frac{1}{2}}}\left(\tilde{\zeta}_{2,0}\right)^{2} \\
 \tag{3.47}\\
\times \sum_{n=1}^{n_{0}}\left(a_{n}^{\prime}\right)^{-4} \exp \left(-i \hat{\lambda}_{n}^{\prime} \tilde{\zeta}_{2,0}\right),
\end{array}
$$

where $f_{2, \text { res }}^{\prime}(\beta, \theta)$ is given by (3.33) and $\tilde{\zeta}_{2,0}$ by (3.34) with $m=0$.

Let us now discuss the domain of validity of the above results. One restriction arises from the condition that the right saddle point $\bar{\lambda}^{\prime}$, given by (A3) and (A7), must not lie too close to $\lambda=\beta$,

$$
\begin{equation*}
\beta-\bar{\lambda}^{\prime} \gg \beta^{\frac{1}{3}}, \tag{3.48}
\end{equation*}
$$

in order that the Debye asymptotic expansions be valid. One can verify that, in the neighborhood of $\theta=\theta_{L}$,

$$
\begin{equation*}
1-\frac{\bar{\lambda}^{\prime}}{\beta}=\mathcal{O}\left[\left(\theta_{L}-\theta\right)^{2}\right], \tag{3.49}
\end{equation*}
$$

so that (3.48) leads to $\theta_{L}-\theta \gg \gamma$, the first condition in (3.35).

Further restrictions arise from the condition that the correction terms in $\mathcal{G}\left(\theta_{1}, \theta\right)$ in (3.41)-(3.42) be small. This condition is violated near the rainbow angle. According to (3.16), (3.41), and (3.42), the magnitude of the dominant correction terms near $\theta=\theta_{R}$ is

$$
\begin{equation*}
\frac{15 \sin ^{2} \theta_{1}}{256 \beta|2 \chi-1|^{3} \cos ^{3} \theta_{1}} \sim\left\{\beta\left[M\left(\theta-\theta_{R}\right)\right]^{\frac{3}{3}}\right\}^{-1}, \tag{3.50}
\end{equation*}
$$

where we have employed (A22)-(A26). The requirement that (3.50) be much smaller than unity leads to the second condition in (3.35).

Another condition for the validity of the above results is that the integral (3.37) be reducible to the sum of two independent saddle point contributions. This approximation certainly fails in the neighborhood of the rainbow angle, when the two saddle points tend toward each other. A precise estimate of the error is difficult and will be postponed to Sec. 4. However, a necessary condition for the validity of this approximation is that the range of each saddle point be much smaller than the separation between the two saddle points. It can be verified that this leads precisely to the same condition already found, namely, $M\left(\theta-\theta_{R}\right) \gg$ $\gamma^{2}$. For an explanation of the concept "range of a saddle point," see Ref. 13.

Finally, the domain of validity of (3.45) is much more restrictive. In addition to the above condition on $\theta-\theta_{R}$, it is necessary that the neglected terms in the exponent in (3.45) be small. This leads to the condition (3.44), so that (3.45) can be employed only in a very narrow angular domain near the rainbow angle.

## C. The 0-Ray Region

This is the region

$$
\begin{equation*}
\theta_{R}-\theta \gg \gamma^{2} / M \tag{3.51}
\end{equation*}
$$

In this region the saddle points become complex. Their trajectories are partially shown in Fig. 4. Their behavior near the rainbow angle is given by (A23)(A26).

Since the saddle points are complex conjugate, one of them would give rise to an increasing exponential, while the other one corresponds to the exponential decrease expected in the shadow. Thus, the path of integration in (3.37) must be taken only over the latter saddle point. With the help of Appendix A, one can verify that it is the lower saddle point that gives rise to the exponentially decreasing contribution. In Appendix A, this point is associated with the root $z^{\prime}$ (cf. Fig. 4), so that the "geometrical-optic" contribution in this region is given by (3.41) alone. This may be interpreted as a "complex ray". ${ }^{14}$ The residueseries contributions are the same as in the 2 -ray region.

[^5]In particular, if $\theta$ is given by (3.43) with $\epsilon<0$ and

$$
\begin{equation*}
\gamma^{2} / M \ll|\epsilon| \ll \beta^{-\frac{1}{2}} \tag{3.52}
\end{equation*}
$$

we can employ (A23)-(A26) and we find, similarly to (3.45),

$$
\begin{align*}
f_{2, g}\left(\beta, \theta_{R}+\epsilon\right) \approx & -\frac{8}{27} e^{-i \pi / 4} \frac{N^{2}}{\left(8+N^{2}\right)^{\frac{1}{2}}} \frac{c^{\frac{1}{2}}}{s^{\frac{3}{2}}} \\
& \times \exp \left[6 i c \beta-i s \beta|\epsilon|+\mathcal{O}\left(\beta \epsilon^{2}\right)\right] \\
& \times \exp \left[-\frac{s \beta}{2}\left(\frac{4 c}{3 s}|\epsilon|\right)^{\frac{3}{2}}\right]\left(\frac{4 c}{3 s}|\epsilon|\right)^{-\frac{1}{2}} \\
& \times\left\{1+\mathcal{O}\left(\frac{1}{\beta|\epsilon|^{\frac{3}{2}}}\right)\right\} \\
& \left(\epsilon<0, \gamma^{2} / M \ll|\epsilon| \ll \beta^{-\frac{1}{2}}\right) . \tag{3.53}
\end{align*}
$$

Near the rainbow angle, the amplitude is dominated by this "complex-ray" contribution, which describes the exponential damping away from the 2 -ray/0-ray shadow boundary. However, since the damping exponent is proportional to $\beta$, whereas it is proportional to $\beta^{\frac{1}{3}}$ for the residue-series contributions, the latter will eventually dominate the amplitude in the deep shadow region. Thus, the amplitude is more rapidly damped near the rainbow angle than far away from it.

## D. The 1-Ray/2-Ray Transition Region

This is the region

$$
\begin{equation*}
\left|\theta-\theta_{L}\right| \leqslant \gamma \tag{3.54}
\end{equation*}
$$

In this region, we can use all the results derived for the 2 -ray region, except for the contribution (3.41) from the right saddle point $z^{\prime}$, because it would now violate condition (3.48). The evaluation of this contribution is entirely similar to that in I, Sec. 5D. In fact, (3.37) differs from I, Eq. (5.29), only by a factor

$$
\begin{align*}
\rho & =R_{11} \frac{H_{\lambda}^{(1)}(\alpha)}{H_{\lambda}^{(2)}(\alpha)} \\
& \approx-i \exp \left\{2 i\left[\left(\alpha^{2}-\lambda^{2}\right)^{\frac{1}{2}}-\lambda \cos ^{-1} \frac{\lambda}{\alpha}\right]\right\} \tag{3.55}
\end{align*}
$$

so that we find, corresponding to $I$, (5.54),

$$
\begin{align*}
f_{2, g}^{\prime}(\beta, \theta) \approx & -\frac{e^{-i \pi / 12}[1+\mathcal{O}(\gamma)]}{\pi M(2 \pi \beta \sin \theta)^{\frac{1}{2}}} \\
& \times \int \exp \left\{4 i \left[\left(\alpha^{2}-\lambda^{2}\right)^{\frac{1}{2}}\right.\right. \\
& \left.\left.-\lambda \cos ^{-1} \frac{\lambda}{\alpha}\right]+i \lambda \theta\right\} \frac{d \zeta}{A^{2}(\zeta)} \tag{3.56}
\end{align*}
$$

where the notation, as well as the path of integration, are the same as in I, (5.54).

Similarly to I, (5.55), we find from this

$$
\begin{gather*}
f_{2, \theta}^{\prime}(\beta, \theta)=-\frac{2 e^{-i \pi / 4}}{M} \frac{\exp \left[4 i M \beta+i \beta\left(\theta-\theta_{L}\right)\right]}{(2 \pi \beta \sin \theta)^{\frac{1}{2}}} \\
\times[1+\mathcal{O}(\gamma)] f\left(\frac{\theta-\theta_{L}}{\gamma}\right) \\
\left(\left|\theta-\theta_{L}\right| \leqslant \gamma\right) \tag{3.57}
\end{gather*}
$$

where $f(s)$ is Fock's function, defined in I, (5.57). This expression now substitutes (3.41), whereas the remaining results obtained for the 2 -ray region remain valid.

Thus, the 1-ray/2-ray transition corresponds to a normal (Fock-type) transition region. In particular, similarly to $I$, (5.58), we find

$$
\begin{align*}
\tilde{f}_{2,9}^{\prime}(\beta, \theta) \approx & \frac{e^{i \pi / 3}}{M}\left(\frac{\gamma}{\pi \sin \theta}\right)^{\frac{1}{2}} \exp (4 i M \beta) \\
& \times \sum_{n}\left(a_{n}^{\prime}\right)^{-2}[1+\mathcal{O}(\gamma)]\left(\theta-\theta_{L}\right) \\
& \times \exp \left[i\left(\beta+e^{i \pi / 3} \frac{x_{n}}{\gamma}\right)\left(\theta-\theta_{L}\right)+i \frac{\pi}{4}\right] \\
& \left(\theta-\theta_{L} \gg \gamma\right) \tag{3.58}
\end{align*}
$$

Within the order of approximation to which this result is valid, i.e., $\theta-\theta_{L} \gg \gamma$ but still $\theta-\theta_{L}=$ $\mathcal{O}(\gamma),(3.58)$ is equivalent to the residue series in $\zeta_{2,0}^{+}$by which (3.22) differs from (3.46) [in fact, the term $\left(\zeta_{2,0}^{+}\right)^{2}$ is then $\mathcal{O}(\gamma)$ as compared with $M \zeta_{2.0}^{+}$].
Thus, as usual, the Fock amplitude interpolates smoothly between the 1 -ray and 2 -ray regions, but the corresponding representation (3.57) cannot be employed too far beyond the transition region.

## 4. THEORY OF THE RAINBOW

The present section deals mainly with the 2-ray/ 0 -ray transition region (Fig. 5), i.e., the domain

$$
\begin{equation*}
\left|\theta-\theta_{R}\right| \leqslant \gamma^{2} / M \tag{4.1}
\end{equation*}
$$

where $\theta_{R}$ is the rainbow angle, given by (2.36). This is the region where the rainbow occurs.

## A. The Rainbow

The mathematical problem with which we are confronted in the rainbow region is the asymptotic evaluation of the integral (3.37) in a domain where its two saddle points are very close to each other (cf. Fig. 4). As mentioned in Sec. 1, the extension of the saddle point method to this situation has only recently been given by Chester, Friedman, and Ursell. ${ }^{3.4}$ The main features of their method are summarized in Appendix B. The present treatment is a direct application of this method.
According to (2.43)-(2.45), we may rewrite (3.37) in the form

$$
\begin{equation*}
\tilde{f}_{2, g}(\beta, \theta)=2 e^{-i \pi / 4} N\left(\frac{2 \beta}{\pi \sin \theta}\right)^{\frac{1}{2}} F(\kappa, \theta) \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\kappa, \theta)=\int_{-\tilde{\sigma}_{1} \infty}^{\bar{a}_{2} \infty} g\left(w_{1}\right) \exp \left[\kappa f\left(w_{1}, \theta\right)\right] d w_{1} \tag{4.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\kappa=2 \beta \tag{4.4}
\end{equation*}
$$

$$
\begin{align*}
f\left(w_{1}, \theta\right)= & i\left[2 N \cos w_{2}-\cos w_{1}\right. \\
& \left.+\left(2 w_{2}-w_{1}-\frac{\pi-\theta}{2}\right) \sin w_{1}\right] \tag{4.5}
\end{align*}
$$

$g\left(w_{1}\right)=\left(\sin w_{1}\right)^{\frac{1}{2}} \cos ^{2} w_{1} \cos w_{2}$

$$
\begin{equation*}
\times \frac{\left(\cos w_{1}-N \cos w_{2}\right)}{\left(\cos w_{1}+N \cos w_{2}\right)^{3}}\left[1+\mathcal{O}\left(\beta^{-1}\right)\right] \tag{4.6}
\end{equation*}
$$

where $-\bar{\sigma}_{1} \infty$ and $\bar{\sigma}_{2} \infty$ are the images of $-\sigma_{1} \infty$ and $\sigma_{2} \infty$ in the $w_{1}$-plane, respectively [cf. (3.37)]. For the sake of simplicity, the corrections of order $\beta^{-1}$ will not be evaluated; their evaluation by the method given in Appendix B is straightforward, but rather cumbersome.
The two saddle points are given by

$$
\begin{equation*}
\bar{w}_{1}=\theta_{1}^{\prime}, \theta_{1}^{\prime \prime}, \quad \text { with } \quad z^{\prime}=\sin \theta_{1}^{\prime}, z^{\prime \prime}=\sin \theta_{1}^{\prime \prime}, \tag{4.7}
\end{equation*}
$$

where $z^{\prime}$ and $z^{\prime \prime}$ are given by (A7). In the domain (4.1),
we have

$$
\begin{equation*}
\theta=\theta_{R}+\epsilon, \quad|\epsilon| \ll 1 \tag{4.8}
\end{equation*}
$$

so that the expansions (A19)-(A26) can be employed. For definiteness, let us assume, to begin with, that $\epsilon>0$, so that the two saddle points are real.
The integral (4.3) is of the form discussed in Appendix B. Let us make the change of variables (B2),

$$
\begin{equation*}
f\left(w_{1}, \theta\right)=\frac{1}{3} \mu^{3}-\zeta(\epsilon) \mu+A(\epsilon) . \tag{4.9}
\end{equation*}
$$

According to (B4), (4.5), and (A1), the parameters $\zeta(\epsilon)$ and $A(\epsilon)$ are given by

$$
\begin{equation*}
A(\epsilon)=i\left[N\left(\cos \theta_{2}^{\prime}+\cos \theta_{2}^{\prime \prime}\right)-\frac{1}{2}\left(\cos \theta_{1}^{\prime}+\cos \theta_{1}^{\prime \prime}\right)\right], \tag{4.10}
\end{equation*}
$$

${ }_{\frac{2}{5}}^{5}[\zeta(\epsilon)]^{\frac{3}{2}}=i\left[N\left(\cos \theta_{2}^{\prime}-\cos \theta_{2}^{\prime \prime}\right)-\frac{1}{2}\left(\cos \theta_{1}^{\prime}-\cos \theta_{1}^{\prime \prime}\right)\right]$,
where $\theta_{2}^{\prime}, \theta_{2}^{\prime \prime}$ are the values of $\theta_{2}$ corresponding to (4.7), and we have made the association [cf. (B3)]:

$$
\begin{equation*}
\theta_{1}^{\prime} \rightarrow-\zeta^{\frac{1}{2}}(\epsilon), \quad \theta_{1}^{\prime \prime} \rightarrow \zeta^{\frac{1}{2}}(\epsilon) \tag{4.12}
\end{equation*}
$$

In particular, for $|\epsilon| \ll 1$, we can employ the approximations (A19)-(A27), with the following results:

$$
A(\epsilon)=i\left[3 c+\frac{1}{2} s \epsilon+\frac{c\left(11 c^{2}-15\right)}{72 s^{2}} \epsilon^{2}+\mathcal{O}\left(\epsilon^{3}\right)\right]
$$

$$
\begin{align*}
& \frac{2}{3}[\zeta(\epsilon)]^{\frac{3}{2}}=\frac{2}{3} i \frac{(c \epsilon)^{\frac{3}{2}}}{(3 s)^{\frac{1}{2}}}  \tag{4.13}\\
& \times\left[1+\frac{\left(875 c^{6}-1257 c^{4}+657 c^{2}+45\right)}{5760(c s)^{3}} \epsilon+\mathcal{O}\left(\epsilon^{2}\right)\right] \tag{4.14}
\end{align*}
$$

where $s$ and $c$ are defined by (2.35).
The main contribution to the integral (4.3) arises from the neighborhood of the saddle points, where, for small enough $\epsilon$, (4.5) may be expanded in powers of

$$
\begin{equation*}
\omega=w_{1}-\theta_{1_{R}} \tag{4.15}
\end{equation*}
$$

with the following result:

$$
\begin{align*}
f\left(w_{1}, \theta\right)= & i\left[3 c+\frac{s}{2} \epsilon+\frac{c}{2} \epsilon \omega-\frac{s}{4} \epsilon \omega^{2}\right. \\
& \left.-\left(\frac{s}{8}+\frac{c \epsilon}{12}\right) \omega^{3}+\mathcal{O}\left(\omega^{4}\right)\right] . \tag{4.16}
\end{align*}
$$


(a)

(b)

FIG. 9. The mapping of the $\omega$ plane onto the $\mu$ plane in the neighborhood of the origin.

For small enough $\epsilon$, it also follows from (4.13)(4.16) that, in the relevant portion of the path of integration, the transformation (4.9) is approximately given by

$$
\begin{equation*}
\mu^{3} / 3 \approx-i s \omega^{3} / 8 \tag{4.17}
\end{equation*}
$$

In solving (4.14) and (4.17) to determine $\zeta(\epsilon)$ and $\omega(\mu)$, care must be taken to choose the appropriate phase factors corresponding to the regular branch of the transformation. This branch is characterized by the condition that (4.12) holds on it (cf. Appendix B). The correct choice is

$$
\begin{equation*}
\omega \approx-2 i \mu /(3 s)^{\frac{1}{3}} \tag{4.18}
\end{equation*}
$$

$$
\begin{align*}
& \zeta(\epsilon)=e^{-i \pi} \frac{c \epsilon}{(3 s)^{\frac{7}{3}}} \\
& \quad \times\left[1+\frac{\left(875 c^{6}-1257 c^{4}+657 c^{2}+45\right)}{8640(s c)^{3}} \epsilon+\mathcal{O}\left(\epsilon^{2}\right)\right] . \tag{4.19}
\end{align*}
$$

In fact, if we set $\mu=-\zeta^{\frac{1}{2}}\left(\mu=\zeta^{\frac{1}{2}}\right)$ in (4.18), substituting $\zeta$ by (4.19), we find, respectively, $\omega=\delta^{\prime}$ ( $\omega=\delta^{\prime \prime}$ ), where $\delta^{\prime}$ and $\delta^{\prime \prime}$ are given by (A21), in agreement with (4.12).

According to (4.18), the mapping of the $\omega$ plane onto the $\mu$ plane in the relevant portion of the path of integration is as shown in Fig. 9. The path through the saddle points in Fig. 9(a) has been chosen in such a way that the transformed path in the $\mu$-plane runs from $e^{-i \pi / 3} \propto$ to $e^{i \pi / 3} \propto$, as shown in Fig. 9(b).

Following (B5), we now expand

$$
\begin{align*}
G\left(w_{1}, \epsilon\right)= & g\left(w_{1}\right) \frac{d w_{1}}{d \mu} \\
= & \sum_{m} p_{m}(\epsilon)\left(\mu^{2}-\zeta\right)^{m} \\
& +\sum_{m} q_{m}(\epsilon) \mu\left(\mu^{2}-\zeta\right)^{m} \tag{4.20}
\end{align*}
$$

where the coefficients $p_{m}(\epsilon), q_{m}(\epsilon)$ are obtained by repeated differentiation of (4.20), setting $w_{1}=\theta_{1}^{\prime}$, $\mu=-\zeta^{\frac{1}{2}}$ and $w_{1}=\theta_{1}^{\prime \prime}, \mu=\zeta^{\frac{1}{2}}$. Thus,

$$
\begin{align*}
& p_{0}(\epsilon)=\frac{1}{2}\left[G\left(\theta_{1}^{\prime \prime}, \epsilon\right)+G\left(\theta_{1}^{\prime}, \epsilon\right)\right],  \tag{4.21}\\
& q_{0}(\epsilon)=\frac{1}{2} \zeta^{\frac{1}{2}}\left[G\left(\theta_{1}^{\prime \prime}, \epsilon\right)-G\left(\theta_{1}^{\prime}, \epsilon\right)\right],  \tag{4.22}\\
& p_{1}(\epsilon)=\frac{1}{4} \zeta^{-\frac{1}{2}}\left[\frac{d G}{d \mu}\left(\theta_{1}^{\prime \prime}, \epsilon\right)-\frac{d G}{d \mu}\left(\theta_{1}^{\prime}, \epsilon\right)\right],  \tag{4.23}\\
& q_{1}(\epsilon)=\frac{1}{4} \zeta^{-1}\left[\frac{d G}{d \mu}\left(\theta_{1}^{\prime \prime}, \epsilon\right)+\frac{d G}{d \mu}\left(\theta_{1}^{\prime}, \epsilon\right)-2 q_{0}(\epsilon)\right], \tag{4.24}
\end{align*}
$$

and so on. We shall compute explicitly only the coefficients $p_{0}$ and $q_{0}$.

Differentiating (4.5) twice with respect to $\mu$ and setting $\mu=-\zeta^{\frac{1}{2}}, w_{1}=\theta_{1}^{\prime}$, we get, taking into account (A1),

$$
-2 \zeta^{\zeta^{\frac{1}{2}}}=i \frac{\cos \theta_{1}^{\prime}}{N \cos \theta_{2}^{\prime}}\left(2 \cos \theta_{1}^{\prime}-N \cos \theta_{2}^{\prime}\right)\left(\frac{d w_{1}}{d \mu}\right)_{\theta_{1}}^{2}
$$

and, similarly for $\theta_{1}^{\prime \prime}$, with $-\zeta^{\frac{1}{2}} \rightarrow \zeta^{\frac{1}{2}}, \theta_{1}^{\prime} \rightarrow \theta_{1}^{\prime \prime}$. It follows that

$$
\begin{align*}
& \left(\frac{d w_{1}}{d \mu}\right)_{\theta_{1}^{\prime}}=e^{-i \pi / 4}\left[\frac{2 N \cos \theta_{2}^{\prime}}{\cos \theta_{1}^{\prime}\left(N \cos \theta_{2}^{\prime}-2 \cos \theta_{1}^{\prime}\right)}\right]^{\frac{1}{2}} \zeta^{\frac{1}{2}},  \tag{4.26}\\
& \left(\frac{d w_{1}}{d \mu}\right)_{\theta_{1^{\prime}}}=e^{-i \pi / 4}\left[\frac{2 N \cos \theta_{2}^{\prime \prime}}{\cos \theta_{1}^{\prime \prime}\left(2 \cos \theta_{1}^{\prime \prime}-N \cos \theta_{2}^{\prime \prime}\right)}\right]^{\frac{1}{2}} \zeta^{\frac{1}{2}}, \tag{4.27}
\end{align*}
$$

where the phase factors have been determined by the requirement that, for $|\epsilon| \ll 1$ [cf. (4.18)],

$$
\begin{equation*}
\left(\frac{d w_{1}}{d \mu}\right)_{\theta_{1^{\prime}}} \approx\left(\frac{d w_{1}}{d \mu}\right)_{\theta_{1^{\prime}}} \approx-\frac{2 i}{(3 s)^{\frac{1}{3}}} \tag{4.28}
\end{equation*}
$$

Employing the approximations (A23)-(A26) and (4.19) in (4.26)-(4.27), we find that (4.28) is indeed verified.

Substituting (4.26), (4.27), and (4.6) in (4.21)-. (4.22), we find

$$
\begin{align*}
\left(\begin{array}{l}
p_{0} \\
q_{0}
\end{array}\right\}= & \frac{e^{-i \pi / 4}}{4 N} \zeta^{ \pm \frac{1}{4}}\left[\left(\frac{\sin \theta_{1}^{\prime \prime}}{2 \cos \theta_{1}^{\prime \prime}-N \cos \theta_{2}^{\prime \prime}}\right)^{\frac{1}{2}}\right. \\
& \times\left(2 N \cos \theta_{1}^{\prime \prime} \cos \theta_{2}^{\prime \prime}\right)^{\frac{3}{2}} \frac{\left(\cos \theta_{1}^{\prime \prime}-N \cos \theta_{2}^{\prime \prime}\right)}{\left(\cos \theta_{1}^{\prime \prime}+N \cos \theta_{2}^{\prime \prime}\right)^{3}} \\
& \pm\left(\frac{\sin \theta_{1}^{\prime}}{N \cos \theta_{2}^{\prime}-2 \cos \theta_{1}^{\prime}}\right)^{\frac{1}{2}}\left(2 N \cos \theta_{1}^{\prime} \cos \theta_{2}^{\prime}\right)^{\frac{3}{2}} \\
& \left.\times \frac{\left(\cos \theta_{1}^{\prime}-N \cos \theta_{2}^{\prime}\right)}{\left(\cos \theta_{1}^{\prime}+N \cos \theta_{2}^{\prime}\right)^{3}}\right]\left[1+\mathcal{O}\left(\beta^{-1}\right)\right], \tag{4.29}
\end{align*}
$$

where upper and lower signs correspond to $p_{0}$ and $q_{0}$, respectively, $\zeta$ is given by (4.11) and $\theta_{1}^{\prime}, \theta_{1}^{\prime \prime}$ by (4.7).

In particular, for $|\epsilon| \ll 1$, we may employ (A23)(A26) and (4.19), so that (4.29) becomes

$$
\begin{align*}
& p_{0}(\epsilon)=\frac{4 i(3 s)^{\frac{1}{6}} c}{27 \sqrt{3} N}[1+\mathcal{O}(\epsilon)]  \tag{4.30}\\
& q_{0}(\epsilon)=-\frac{\left(28-31 s^{2}\right)}{27 \sqrt{3} N(3 s)^{\frac{7}{6}}}\left[1+\mathcal{O}\left(\epsilon^{\frac{1}{2}}\right)\right] \tag{4.31}
\end{align*}
$$

If we now substitute (4.9) and (4.20) into (4.3), we find, by (B6),

$$
\begin{array}{r}
F(\kappa, \theta)=2 \pi i \exp [\kappa A(\epsilon)]\left[\sum_{m} p_{m}(\epsilon) F_{m}\left(\zeta, \kappa, C_{1}\right)\right. \\
\left.+\sum_{m} q_{m}(\epsilon) G_{m}\left(\zeta, \kappa, C_{1}\right)\right] \tag{4.32}
\end{array}
$$

where $F_{m}$ and $G_{m}$ are defined by (B7)-(B8) and the contour $C_{1}$ by (B9) (cf. Fig. 9).
Taking into account (B10) and (B12), we finally obtain

$$
\begin{align*}
F(\kappa, \theta)= & 2 \pi i \kappa^{-\frac{1}{3}} \exp [\kappa A(\epsilon)] \\
& \times\left\{\left[p_{0}(\epsilon)+\mathcal{O}\left(\kappa^{-1}\right)\right] \mathrm{Ai}\left(\kappa^{\frac{2}{3}} \zeta\right)\right. \\
& \left.-\kappa^{-\frac{1}{3}}\left[q_{0}(\epsilon)+\mathcal{O}\left(\kappa^{-1}\right)\right] \mathrm{Ai}^{\prime}\left(\kappa^{\frac{2}{3}} \zeta\right)\right\} \tag{4.33}
\end{align*}
$$

where $\mathrm{Ai}(z)$ is the Airy function. Thus, taking into account (4.4), (4.2) finally becomes

$$
\begin{align*}
\tilde{f}_{2, g}(\beta, \theta)= & 4 e^{i \pi / 4} N\left(\frac{\pi}{\sin \theta}\right)^{\frac{1}{2}}(2 \beta)^{\frac{1}{6}} \exp [2 \beta A(\epsilon)] \\
& \times\left\{p_{0}(\epsilon) \mathrm{Ai}\left[(2 \beta)^{\frac{2}{3}} \zeta(\epsilon)\right]\right. \\
& \left.-\frac{q_{0}(\epsilon)}{(2 \beta)^{\frac{1}{3}}} \mathrm{Ai}^{\prime}\left[(2 \beta)^{\frac{2}{3}} \zeta(\epsilon)\right]\right\}\left[1+\mathcal{O}\left(\beta^{-1}\right)\right] \tag{4.34}
\end{align*}
$$

where $A(\epsilon), \zeta(\epsilon)$ are given by (4.10)-(4.11), $p_{0}(\epsilon)$ and $q_{0}(\epsilon)$ by (4.29), and $\theta_{1}^{\prime}, \theta_{1}^{\prime \prime}$ by (4.7).

Higher-order terms in the Chester-FriedmanUrsell uniform asymptotic expansion of the scattering amplitude may be obtained, if required, by means of the procedure indicated in Appendix B. Here we shall restrict our consideration to the first two terms, given by (4.34).

In particular, for $|\epsilon| \ll 1$, we may employ (4.13), (4.19), (4.30), and (4.31), so that (4.34) becomes

$$
\begin{align*}
\tilde{f}_{2, g}(\beta, \theta)= & -\frac{16 e^{-i \pi / 4}}{27 \sqrt{3}}\left(\frac{\pi}{\sin \theta}\right)^{\frac{1}{2}} c(6 s \beta)^{\frac{1}{6}} \\
& \times \exp \left[6 i c \beta+i s \beta \epsilon+i \mathcal{A} \beta \epsilon^{2}+\mathcal{O}\left(\beta \epsilon^{3}\right)\right] \\
& \times\left\{\left[1+\mathcal{O}(\epsilon)+\mathcal{O}\left(\beta^{-1}\right)\right]\right. \\
& \times \mathrm{Ai}\left[-\frac{c(2 \beta)^{\frac{2}{3}} \epsilon}{(3 s)^{\frac{1}{3}}}\left(1+\mathfrak{B} \epsilon+\mathcal{O}\left(\epsilon^{2}\right)\right)\right] \\
& -\frac{i \mathrm{C}}{(2 \beta)^{\frac{1}{3}}}\left[1+\mathcal{O}\left(\epsilon^{\frac{1}{2}}\right)+\mathcal{O}\left(\beta^{-1}\right)\right] \\
& \left.\times \mathrm{Ai}^{\prime}\left[-\frac{c(2 \beta)^{\frac{2}{3}} \epsilon}{(3 s)^{\frac{1}{3}}}\left(1+\mathcal{B} \epsilon+\mathcal{O}\left(\epsilon^{2}\right)\right)\right]\right\} \tag{4.35}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{A} & =\frac{c\left(11 c^{2}-15\right)}{36 s^{2}}  \tag{4.36}\\
\mathcal{B} & =\frac{875 c^{6}-1257 c^{4}+657 c^{2}+45}{8640(s c)^{3}}  \tag{4.37}\\
\mathcal{C} & =\frac{28-31 s^{2}}{4 c(3 s)^{\frac{4}{3}}} \tag{4.38}
\end{align*}
$$

The result (4.35) is a good approximation throughout the domain where the indicated error terms are small, i.e., for

$$
\begin{equation*}
|\epsilon| \ll \gamma . \tag{4.39}
\end{equation*}
$$

This is true, in particular, within the rainbow region (4.1).

We can still employ (4.35) over part of the domain (3.44), in the 2 -ray region, where the Airy functions may be replaced by their asymptotic expansions (B15)-(B16). With the help of (2.36), it is found that the result is equivalent to (3.45). The corresponding oscillations, arising from interference between the two geometrical ray contributions, give rise to the "supernumerary bows" sometimes seen on the inner side of the main rainbow.

For still larger scattering angles in the 2-ray region, we can no longer employ (4.35), but (4.34) remains valid. Again with the help of (B15)-(B16), taking into account (4.29), we find

$$
\begin{align*}
\tilde{f}_{2, g}(\beta, \theta)= & \left(\frac{1}{\sin \theta}\right)^{\frac{1}{2}}\left\{\left(\frac{\sin \theta_{1}^{\prime \prime}}{2 \cos \theta_{1}^{\prime \prime}-N \cos \theta_{2}^{\prime \prime}}\right)^{\frac{1}{2}}\right. \\
& \times\left(2 N \cos \theta_{1}^{\prime \prime} \cos \theta_{2}^{\prime \prime}\right)^{\frac{3}{2}} \frac{\left(\cos \theta_{1}^{\prime \prime}-N \cos \theta_{2}^{\prime \prime}\right)}{\left(\cos \theta_{1}^{\prime \prime}+N \cos \theta_{2}^{\prime \prime}\right)^{3}} \\
& \times \exp \left[2 \beta A(\epsilon)-\frac{4}{3} \beta \zeta^{\frac{3}{2}}(\epsilon)\right] \\
& -i\left(\frac{\sin \theta_{1}^{\prime}}{N \cos \theta_{2}^{\prime}-2 \cos \theta_{1}^{\prime}}\right)^{\frac{1}{2}} \\
& \times\left(2 N \cos \theta_{1}^{\prime} \cos \theta_{2}^{\prime}\right)^{\frac{3}{2}} \frac{\left(\cos \theta_{1}^{\prime}-N \cos \theta_{2}^{\prime}\right)}{\left(\cos \theta_{1}^{\prime}+N \cos \theta_{2}^{\prime}\right)^{3}} \\
& \left.\times \exp \left[2 \beta A(\epsilon)+\frac{4}{3} \beta \zeta^{\frac{3}{2}}(\epsilon)\right]\right\}\left[1+\mathcal{O}\left(\beta^{-1}\right)\right] \tag{4.40}
\end{align*}
$$

In view of (4.10)-(4.11), this coincides exactly with the result (3.40)-(3.42) of the saddle-point method. Thus, the Chester-Friedman-Ursell method leads indeed to a uniform asymptotic expansion, matching smoothly the result obtained by the saddle-point method in the region where the latter is valid.

In the 0 -ray region, within the domain (3.52), we may again employ (4.35), but now, since $\epsilon<0$, we must employ the asymptotic expansions (B13)-(B14) for the Airy functions. The result is identical to (3.53), corresponding to the exponential damping on the shadow side of the rainbow (dark band between primary and secondary bows).

For still larger scattering angles in the 0 -ray region, the Chester-Friedman-Ursell method would apparently have to be extended in order to match smoothly with the saddle-point method, since the coefficients (4.29) depend symmetrically on both saddle points, whereas, according to Sec. 3C, only the lower saddle point contributes to the steepest-descent result (cf. note $A$ in Ref. 4, p. 126).

## B. Comparison with Earlier Theories

An excellent review of the development of the theory of the rainbow has been given by Van de Hulst (Ref. 7, p. 240). A more detailed historical account may be found in Ref. 15.

Airy's theory ${ }^{5}$ still remains the best approximation so far available, other than numerical summation of the partial-wave series. It is based on the application of Huygens' principle to the cubic wave front near the ray of minimum deviation. Van der Pol and Bremmer ${ }^{16}$ applied Watson's transformation to the electromagnetic problem, but the expression thus obtained was finally reduced to Airy's approximation. The same is true for Rubinow's treatment ${ }^{17}$ of the scalar problem. Bucerius ${ }^{18}$ attempted to improve Airy's approximation by including terms up to the fifth order in a Taylor series expansion of the phase around the rainbow point [similar to (4.16)]. However, this does not lead to a uniform asymptotic expansion.

Airy's approximation may be obtained from (4.35) by retaining only the lowest-order term in all expansions, including those that appear in the argument of the exponential and Airy functions. This corresponds to setting

$$
\begin{equation*}
\mathcal{A}=\mathfrak{B}=\mathfrak{C}=0 \tag{4.41}
\end{equation*}
$$

Substituting also $\sin \theta$ by $\sin \theta_{R}$ and $c$ and $s$ by their values [cf. (2.35)-(2.36)], we find

$$
\begin{align*}
& f_{2, g}^{(\text {Airy })}(\beta, \theta) \\
&=-\frac{16}{27} \frac{3^{\frac{2}{12}}}{2^{\frac{3}{3}}} e^{-i \pi / 4} \frac{N^{2}\left(N^{2}-1\right)^{\frac{1}{2}}}{\left(8+N^{2}\right)^{\frac{1}{2}}\left(4-N^{2}\right)^{\frac{2}{3}}} \beta^{\frac{1}{t}} \\
& \times \exp \left\{\frac{i \beta}{\sqrt{3}}\left[6\left(N^{2}-1\right)^{\frac{1}{2}}+\left(4-N^{2}\right)^{\frac{1}{2}}\left(\theta-\theta_{R}\right)\right]\right\} \\
& \times \operatorname{Ai}\left[-\frac{\left(N^{2}-1\right)^{\frac{1}{2}}}{\left(4-N^{2}\right)^{\frac{1}{8}}}\left(\frac{2 \beta}{3}\right)^{\frac{2}{3}}\left(\theta-\theta_{R}\right)\right], \tag{4.42}
\end{align*}
$$

which is Airy's approximation. The factor in front of

[^6]the Airy function agrees with that given in Ref. 17, Eq. (68), except for the sign. The argument of the Airy function is incorrectly given in Ref. 17, but the correct value appears in Ref. 7.

According to Van de Hulst (Ref. 7, pp. 246-249), Airy's approximation is a useful quantitative theory only for $\beta>5000$ and $|\epsilon|<0.5^{\circ} \sim 0.01 r$; Huygens's principle may still be applied for $\beta>2000$, but "a quantitative theory of the rainbow for the entire gap $30<\beta<2000$ is lacking."

As we have seen, the result of the present theory, contained in the uniform asymptotic expansion (4.34), is valid even for large deviations from the rainbow angle, matching smoothly with the results obtained within the domain of validity of the saddle-point method. While it remains to be seen whether it can be applied to values of $\beta$ as low as 30 , values a few times bigger should be accessible. Thus, a considerable portion of the gap appears to be bridged.

In order to estimate the accuracy of Airy's approximation, let us consider the domain (4.39), where (4.35) is valid. The main contributions to the total scattering amplitude in this domain arise from the direct-reflection term I, (4.35), and from the rainbow term (4.35), which is dominant, due to the enhancement factor $\beta^{\frac{1}{6}}$. A numerical computation of the coefficients, taking $N=1.33$, yields

$$
\begin{aligned}
f\left(\beta, \theta_{R}+\epsilon\right) \approx & -0.0786 \\
& \times \exp (-1.86 i \beta)-0.438 e^{-i \pi / 4}(2 \beta)^{\frac{1}{8}} \\
& \times \exp \left[i \beta\left(3.038+0.862 \epsilon-0.230 \epsilon^{2}\right)\right] \\
& \times\left\{\operatorname{Ai}\left[-0.369(2 \beta)^{\frac{2}{3}} \epsilon(1+0.202 \epsilon)\right]\right. \\
& -0.688 i(2 \beta)^{-\frac{1}{3}} \\
& \left.\times \operatorname{Ai}^{\prime}\left[-0.369(2 \beta)^{\frac{2}{3}} \epsilon(1+0.202 \epsilon)\right]\right\} \\
& (N=1.33) .
\end{aligned}
$$

If only the rainbow term is taken into account, the minima and maxima of the intensity still occur at the zeros of the Airy function and its derivative, respectively. Their angular positions are shifted with respect to Airy's theory by amounts proportional to $\mathfrak{B}_{6}$ [cf. (4.35)]. The corrections to the intensity also involve the term $\mathcal{C}$ in (4.35), which is again of order $\epsilon$. Both corrections can attain several percent within the domain (4.39).

For $\beta$ of the order of a few hundred, the correction term involving the derivative of the Airy function becomes of the same order of magnitude as the direct reflection term, so that interference with the first term in (4.43) must be taken into account. The correction
term $\mathcal{A}$ to the phase of the rainbow term (4.35) will then also play a role.

In conclusion, within the domain (4.39), the corrections to Airy's theory can attain several percent; their value increases with the deviation from the rainbow angle.

## 5. THEORY OF THE GLORY

## A. Introduction

The last region that remains to be treated is the neighborhood of the backward direction,

$$
\begin{equation*}
\theta=\pi-\epsilon, \quad 0 \leq \epsilon \leqslant \beta^{-\frac{1}{2}} \tag{5.1}
\end{equation*}
$$

This is the region where the glory is observed.
The glory is a strong enhancement in near-backward scattering by very small water droplets, with values of $\beta$ ranging up to a few hundred. As a meteorological effect, ${ }^{19 a}$ it appears when an observer stands on a high point (mountain summit), looking at his own shadow prjoected on nearby thin clouds or mist (i.e., $180^{\circ}$ away from the sun). Under favorable conditions, he sees the shadow of his head surrounded by a bright halo, sometimes accompanied by several colored rings. A color picture of the glory has recently been published. ${ }^{19 b}$ The glory is also frequently observed from airplanes (around the shadow of the plane). When several observers stand together, each one sees the glory only around the shadow of his own head, and not those of his companions, indicating that the effect is concentrated within a very small solid angle around $180^{\circ}$, corresponding to a narrow peak in the back-scattered intensity. [This remarkable effect was noticed already in the first recorded observations, made in 1735 by a Spanish captain, Antonio de Ulloa, from a mountain top in the Andes, in the course of a scientific expedition to Peru. ${ }^{19}$ ] The average value of $\beta$ for which the observations have been made is of the order of 160 , corresponding to water droplets with 0.028 mm average diameter (Ref. 7, p. 258).

A discussion of various attempts that have been made to explain the glory has been given by Van de Hulst (Refs. 6 and 7, p. 249). Although the first recorded observation was made more than two centuries ago, no satisfactory quantitative treatment has ever been given. The main facts that have to be explained may be classified as follows (cf. Ref. 7, p. 255):
(a) The anomalously large intensity near the backward direction for values of $\beta$ ranging up to a few

[^7]hundred, as well as the fact that the phenomenon is no longer observed for larger water droplets (e.g., for $\beta \sim 10^{3}$ ).
(b) The angular distribution. With (5.1), if we denote by $\epsilon_{j}$ the angular radius of the $j$ th dark ring (as it would be observed in yellow light), we have, roughly (Ref. 7, p. 257),
\[

$$
\begin{equation*}
0.35 \leqslant \epsilon_{1} / \epsilon_{2} \leqslant 0.45 ; \quad 1.6 \leqslant \epsilon_{3} / \epsilon_{2} \leqslant 1.7 \tag{5.2}
\end{equation*}
$$

\]

The first dark ring is apparently rather hazy. We have

$$
\begin{equation*}
\epsilon_{1}=\mathcal{O}\left(\beta^{-1}\right) \tag{5.3}
\end{equation*}
$$

which is a measure of the narrowness of the backward peak.

The ratios (5.2) differ from those found in ordinary diffraction coronae, which correspond to the forward diffraction peak. The outer rings in the glory are also much more pronounced, i.e., the intensity decreases more slowly as we move away from the center. This disposes of an early theory according to which the glory would be a diffraction corona for light reflected from the clouds; it is undoubtedly contained in the back-scattered intensity from individual water droplets.
(c) The polarization: although few systematic data exist, there are indications that the glory is strongly pc larized.
(d) Variability: the character of the rings (radius, brightness, etc.) frequently changes with time, even during a single observation.

Ultimately, the crucial test of a theory lies in how accurately it can reproduce the "exact" results, obtained by numerical summation of the partialwave expansion. For the scalar problem, there do not seem to be many numerical results available. In the electromagnetic case, however, there exist several numerical calculations of the intensity at or near $180^{\circ}$. Most relevant to the present problem are those of Walter ${ }^{20}$ and Bryant and Cox. ${ }^{8}$

The latter are particularly valuable, because the intensity at $180^{\circ}$ was computed as a function of $\beta$, at intervals of 0.005 , near $\beta=200$ and $\beta=500$. The results show a lot of fine structure that does not appear in other calculations. Specifically,
(e) Superimposed on a more slowly-varying background, the back-scattered intensity shows a rapidlyvarying, quasiperiodic pattern. The period $\Delta \beta$ found for these fluctuations is given by

$$
\begin{equation*}
0.81 \leqslant \Delta \beta \leqslant 0.82 \tag{5.4}
\end{equation*}
$$

[^8](f) Within a single period, a few irregular peaks of varying heights and widths are found; the width ranges from $\sim 0.01$ to $\sim 0.1$ and the intensity can change by a factor of $\sim 100$ (Ref. 8, Fig. 2), corresponding to enormous spikes.

Bryant and Cox also plotted on the same curve the intensity at $90^{\circ}$ and the total cross section (Ref. 8, Fig. 2). They found that
(g) The total cross section also shows fluctuations with very similar character and the same period as the back-scattered intensity, but with greatly reduced magnitude, corresponding to changes of the order of one percent. At $90^{\circ}$, intermediate-size fluctuations are seen, but the period is twice that given by (5.4).

Except for the polarization, it is to be expected that most of the above features also appear in the scalar case. Thus, we shall investigate to what extent they are present here, although it must be stressed that an entirely adequate confrontation can only be made with the results obtained in the case of electromagnetic scattering. ${ }^{11}$

We shall see that, apart from the polarization effects, all the other features are indeed present and can be explained by the theory. However, for an explanation of the detailed structure of the intensity [(e) to (g)], higher-order terms in the Debye series have to be taken into account. Their effect is discussed in Sec. 6.

## B. The Geometrical-Optic Contribution

The decomposition (3.10) made in the 2-ray region,

$$
\begin{equation*}
f_{2}(\beta, \theta)=f_{2, g}(\beta, \theta)+f_{2, \text { res }}(\beta, \theta)+f_{2, \text { res }}^{\prime}(\beta, \theta) \tag{5.5}
\end{equation*}
$$

is still valid in the domain (5.1), provided that we rewrite (3.11) in the form

$$
\begin{equation*}
f_{2, g}(\beta, \theta)=\frac{i}{\beta} \int_{0}^{\sigma_{1} \infty} \rho U P_{\lambda-\frac{1}{2}}(-\cos \theta) e^{i \pi \lambda} \tan (\pi \lambda) \lambda d \lambda \tag{5.6}
\end{equation*}
$$

This result is obtained by taking the path of integration in (3.11) to be symmetric about the origin, then splitting it at the origin, making $\lambda \rightarrow-\lambda$ in the lower half and employing the identity

$$
\begin{align*}
Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta)- & e^{2 i \pi \lambda} Q_{-\lambda-\frac{1}{2}}^{(2)}(\cos \theta) \\
& =-e^{i \pi \lambda} \tan (\pi \lambda) P_{\lambda-\frac{1}{2}}(-\cos \theta) \tag{5.7}
\end{align*}
$$

which follows from N , Eq. (C6). The expressions (3.12), (3.13) for the residue-series contributions to (5.5) can be employed up to $\theta=\pi$, and so can (5.6).

Let us consider first the "geometrical-optic" term $f_{2, g}(\beta, \theta)$. Strictly speaking, this name is not entirely
appropriate, because geometrical optics would predict infinite intensity in the backward direction (which corresponds to a focal line). However, in view of the fact that in previous cases the saddle-point contributions were found to correspond to the geometricaloptic approximation, the same name will be applied here. As $\theta \rightarrow \pi$, the saddle point $\bar{\lambda}$ in (3.11) tends to the origin [cf. (3.2)]. This corresponds to the central ray, $\theta_{1}=\theta_{2}=0$, which is transmitted through the sphere and then reflected backwards. Thus, we expect that the main contribution to (5.6) will arise from the neighborhood of $\lambda=0$, or, more precisely, from the domain

$$
\begin{equation*}
|\lambda| \leqslant \beta^{\frac{1}{2}} \tag{5.8}
\end{equation*}
$$

which corresponds to the range of the saddle point. ${ }^{13}$ [There is a misprint in the corresponding formula N , Eq. (9.48), which should read exactly like (5.8)].

We can therefore evaluate (5.6) by a method similar to that described in N, Sec. IX.C. We expand the integrand in powers of $\lambda / \beta$, keeping all correction terms up to $\mathcal{O}\left(\beta^{-1}\right)$, and making use of the asymptotic expansion N , Eq. (C9) for $P_{\lambda-\frac{1}{2}}(-\cos \theta)$.

With the change of variable

$$
\begin{equation*}
\lambda=e^{i \pi / 4}\left(\frac{N \beta}{2-N}\right)^{\frac{1}{2}} x=\zeta x \tag{5.9}
\end{equation*}
$$

the result is

$$
\begin{align*}
& f_{2, g}(\beta, \pi-\epsilon) \\
&= \frac{4 i N^{2}(N-1)}{(2-N)(N+1)^{3}} \exp [2 i(2 N-1) \beta] \\
& \times\left\{\left[1-\frac{i(2-N)}{4 N \beta}\right] G_{0,1}-\frac{i\left(N^{2}-4 N+1\right)}{2 N(2-N) \beta} G_{0,3}\right. \\
&+\frac{i\left(N^{3}-2\right)}{12 N(2-N)^{2} \beta} G_{0,5}+\sin ^{2} \frac{\epsilon}{2} \\
&\left.\times\left(\frac{\zeta}{3} \sin \frac{\epsilon}{2} G_{3,2}-G_{2,1}+\frac{G_{1,0}}{4 \zeta \sin \frac{\epsilon}{2}}\right)+\mathcal{O}\left(\beta^{-2}\right)\right\} \tag{5.10}
\end{align*}
$$

where

$$
\begin{align*}
G_{m, n}(\zeta, \epsilon)= & \int_{0}^{\infty} \exp \left(-x^{2}\right) \\
& \times J_{m}\left(2 \zeta x \sin \frac{\epsilon}{2}\right) \tan (\pi \zeta x) x^{n} d x \tag{5.11}
\end{align*}
$$

Evaluating these integrals by the technique developed in N, Appendix F, we find the following
final result:

$$
\begin{align*}
& f_{2 . g}(\beta, \pi- \epsilon \\
&=-\frac{2 N^{2}(N-1)}{(2-N)(N+1)^{3}} \\
& \times \exp [2 i(2 N-1) \beta] \exp \left[-\frac{i N \beta \epsilon^{2}}{4(2-N)}\right] \\
& \times\left\{1+\frac{i\left(2 N^{3}-10 N^{2}+17 N-8\right)}{2 N(2-N)^{2} \beta}\right. \\
&\left.-\frac{\left(N^{2}+1\right) \epsilon^{2}}{8(2-N)^{2}}-\frac{i N\left(N^{3}-2\right) \beta \epsilon^{4}}{192(2-N)^{4}}+\mathcal{O}\left(\beta^{-2}\right)\right\} \\
&\left(0 \leq \epsilon \approx \beta^{-\frac{1}{2}}\right) . \tag{5.12}
\end{align*}
$$

It can be verified that (5.12) coincides with the expansion of (3.15)-(3.16) in powers of $\epsilon^{2}$, within the domain under consideration. Thus, (3.15)-(3.16) are uniformly valid up to $\theta=\pi$.

No geometrical-optic rays other than the central one contribute to the second term of the Debye expansion in this region. As shown in Fig. 3(c), such rays can appear near the backward direction only for $N>\sqrt{2}$. (They are sometimes called "glory rays," but the corresponding effect should not be confused with the one under consideration.) Thus, the total scattering amplitude near the backward direction, in the geometrical-optic approximation, is given by

$$
\begin{array}{r}
f_{g}(\beta, \pi-\epsilon)=f_{0, g}(\beta, \pi-\epsilon)+f_{2, g}(\beta, \pi-\epsilon) \\
+f_{p>2, g}(\beta, \pi-\epsilon) \tag{5.13}
\end{array}
$$

where $f_{0, g}(\beta, \pi-\epsilon)$ is given by $\mathrm{I},(4.52), f_{2, g}(\beta, \pi-\epsilon)$ by (5.12), and $f_{p>2, g}(\beta, \pi-\epsilon)$ represents the total geometrical-optic contribution from higher-order terms in the Debye expansion. It corresponds essentially to the central-ray contributions after multiple internal reflections within the sphere, and may therefore be anticipated to be much smaller than the remaining two terms in (5.13). This is confirmed in Sec. 6B by explicit computation.

In particular, for $N=1.33, \beta=130$, which is close to the average value for which the glory is observed, the total contribution from the first two terms of (5.13) at $\theta=\pi$ is found to be

$$
\begin{array}{r}
f_{0, g}(130, \pi)+f_{2, g}(130, \pi) \approx 0.101+0.176 i \\
(N=1.33) \tag{5.14}
\end{array}
$$

The "exact" scattering amplitude corresponding to these values can be computed from its partial-wave expansion $I$, (2.1), with the help of partial-wave
tables ${ }^{21}$ (the term $l=0$ has to be separately added). The result is

$$
\begin{equation*}
f(130, \pi) \approx-0.0104+0.798 i \quad(N=1.33) \tag{5.15}
\end{equation*}
$$

Comparing (5.14) with (5.15), we see that it not only has the wrong phase, but also accounts only for about $7 \%$ of the total intensity! As has already been mentioned (cf. Sec. 6B), higher-order geometrical-optic contributions are negligible. The angular distribution and $\beta$-dependence of (5.13) are also entirely different from those found in the glory.

We conclude that geometrical optics accounts only for a small fraction of the total intensity near the backward direction (in the relevant range of values of $\beta$ ) and is completely unable to explain the glory. The attempt by Ray ${ }^{22}$ to explain the glory by means of diffraction of light rays reflected near the backward direction is thus seen to be incorrect. The same applies to a discussion by Bricard. ${ }^{23}$

## C. Qualitative Discussion

Since the glory is not due to geometrical-optic contributions, it must arise from residue-series contributions. Thus, it must correspond to a case of strong "Regge-pole dominance" of the scattering amplitude. Heretofore, we have found such cases only in shadow regions (where the amplitude would vanish in the geometrical-optic approximation). This is the first example of such dominance in a lit region.

Physically, this implies that the glory is due to surface waves. This was first suggested by Van de Hulst (Refs. 6; 7, p. 373), who conjectured that diffracted rays taking two shortcuts across the sphere, i.e., of the type shown in Fig. 7, are responsible for the glory.

For $N=1.33$, the total angle $\pi-\theta_{L}$ that must be described by the surface waves before emerging in the backward direction [cf. Fig. 7(a), (b)], is approximately $15^{\circ}$. The question then is whether the exponential damping of the surface waves along this arc would not prevent them from making an appreciable contribution. This quantitative problem was not treated by Van de Hulst.

There are two qualitative pieces of evidence that tend to support the general correctness of Van de Hulst's conjecture. One of them is Bryant and Cox's

[^9]numerical study ${ }^{8}$ of partial sums of the Mie series as a function of the number of partial waves retained. They found that, at $\theta=180^{\circ}$, by far the most important contribution to the sum arises from the edge domain I, (1.14), which, as we know, corresponds to nearly-grazing incident rays.

The other piece of evidence is experimental. It has been shown by Fahlen and Bryant ${ }^{24}$ that the circumference of a water droplet, viewed at $180^{\circ}$ with respect to the illuminating beam, appears like a thin luminous line. The explanation of this effect is that the surface of the droplet is a caustic of diffracted rays. Just as in the well-known phenomenon of the luminosity of a diffracting edge as seen from the shadow, ${ }^{25}$ the eye (or the photographic plate) performs an inadmissible extrapolation. From the behavior at finite distances, it is inferred that the circumference of the droplet is an actual light source, whereas the true intensity there is, of course, finite. Thus, Fahlen and Bryant's observation provides direct experimental evidence for the existence of intense surface-wave contributions along the backward direction.

Both the above pieces of evidence strongly support the inference that surface waves are responsible for the dominant contribution to the glory. This is not necessarily equivalent to Van de Hulst's conjecture, which proposed a specific model for the surface-wave contributions, namely, diffracted rays of the type shown in Fig. 7. We shall see that, while these rays indeed give a significant contribution, surface-wave contributions from higher-order terms in the Debye expansion also play an important role.

The present treatment enables us to make a quantitative evaluation of the Van de Hulst-type surfacewave contribution. It corresponds to $f_{2, \text { res }}(\beta, \pi-\epsilon)$ and is given by (3.18)-(3.21). Before performing a numerical evaluation, however, let us give a qualitative discussion of the behavior of the amplitude up to the third term in the Debye expansion. To this order, we have

$$
\begin{array}{r}
f(\beta, \pi-\epsilon) \approx f_{0.9}(\beta, \pi-\epsilon)+f_{2,9}(\beta, \pi-\epsilon) \\
+f_{2, \text { res }}(\beta, \pi-\epsilon), \tag{5.16}
\end{array}
$$

where the first two terms are the same as in (5.13) (the remaining contributions up to this order may be neglected).

For sufficiently large $\beta$ and $\epsilon \gg \beta^{-1}$, the third term is approximately given by (3.22). In the domain under consideration, $\epsilon \in \beta^{-\frac{1}{2}}$, the asymptotic expansion N ,

[^10](C11) for $P_{\lambda-\frac{1}{2}}(-\cos \theta)$, employed in the derivation of (3.22), is no longer valid and must be replaced by $\mathrm{N},(\mathrm{C} 9)$. With this replacement and neglecting correction terms $\mathcal{O}\left(\beta^{-1}\right)$ in I, (4.52) and (5.12), we find that (5.16) becomes
\[

$$
\begin{align*}
& f(\beta, \pi-\epsilon) \approx-\frac{1}{2}\left(\frac{N-1}{N+1}\right) \\
& \quad \times \exp (-2 i \beta)\left[1+\frac{4 N^{2}}{(2-N)(N+1)^{2}} \exp (4 i N \beta)\right] \\
& \quad+2 \frac{e^{i \pi / 3}}{\gamma M^{2}} \exp (4 i M \beta)\left(\pi-\theta_{L}\right)\left(\pi-\theta_{L}+M\right) J_{0}(\beta \epsilon) \\
& \quad \times \sum_{n}\left(a_{n}^{\prime}\right)^{-2} \exp \left[i \lambda_{n}\left(\pi-\theta_{L}\right)\right] \quad\left(0 \leq \epsilon \leqslant \beta^{-1}\right) . \tag{5.17}
\end{align*}
$$
\]

In the residue series, we have neglected all terms beyond $m=0$ [cf. (3.22)], which correspond to surface waves making more than one turn around the sphere, since such contributions are extremely small.

It must be emphasized that the expression for $f_{2, \text { res }}(\beta, \pi-\epsilon)$ in (5.17), where only the lowest-order term in each asymptotic expansion has been kept, is certainly not a good approximation for $\beta \sim 10^{2}$. Many more terms would have to be included in the evaluation of the residues, as will be seen in Sec. 5D. However, our present purpose is to make a rough estimate of the order of magnitude of this term and of its qualitative behavior as a function of $\beta$ and $\epsilon$. For this purpose, the simple expression given in (5.17) is entirely adequate.

Taking $N=1.33$ and employing the asymptotic expansions for the poles given in I, Appendix A, (5.17) becomes

$$
\begin{align*}
& f(\beta, \pi-\epsilon) \\
& \approx-0.0708 \exp (-2 i \beta)[1+1.95 \exp (5.32 i \beta)] \\
& \quad+1.69 \exp \left(3.77 i \beta+0.243 i \beta^{\frac{1}{3}}+i \frac{\pi}{3}\right) \\
& \quad \times J_{0}(\beta \epsilon) \beta^{\frac{1}{2}} \exp \left(-0.421 \beta^{\frac{1}{3}}\right) \\
& \quad \times\left\{1+0.762 \exp \left[(-0.315+0.182 i) \beta^{\frac{1}{3}}\right]\right. \\
& \left.\quad+0.657 \exp \left[(-0.574+0.331 i) \beta^{\frac{1}{3}}\right]+\cdots\right\}, \tag{5.18}
\end{align*}
$$

where, within the curly brackets, we have taken into account only the contributions from the first three poles. Now let us compare the behavior of (5.18) as a function of $\beta$ and $\epsilon$ with some of the features (a)-(g) of the glory, described in Sec. 5A.
(a) The ratio of the residue-series contribution to the geometrical-optic contribution to the amplitude
is of the order of

$$
\begin{align*}
&\left|f_{2, \text { res }}(\beta, \pi-\epsilon)\right| f_{g}(\beta, \pi-\epsilon) \mid \\
& \sim 15 \beta^{\frac{1}{5}} \exp \left(-0.4 \beta^{\frac{1}{3}}\right) . \tag{5.19}
\end{align*}
$$

This is of order 10 for $\beta \sim 10^{2}$ and of order unity for $\beta \sim 10^{3}$.

Thus, in the domain where the glory is observed, the residue series is indeed the dominant term in the amplitude, and its order of magnitude is just right to account for the discrepancy between (5.14) and (5.15).

The physical factor that enhances the surface-wave contribution is their focusing along the axis, analogous to the Poisson spot: a whole cone of diffracted rays come together, rather than just two. This is responsible for the change from a factor $\beta^{-\frac{1}{6}}$ in (3.22) to a factor $\beta^{\frac{1}{3}}$ in (5.17); the amplification factor due to focusing is of order $\beta^{\frac{1}{2}}$ [cf. also $\left.\mathrm{N},(5.11)\right]$.

On the other hand, the damping coefficient in the attenuation factor of the surface waves also increases like $\beta^{\frac{1}{3}}$, so that, for large enough $\beta$ (a few times $10^{3}$ ), the geometrical-optic contribution becomes dominant. Together with the increasing smallness of the solid angle defined by (5.3), this explains why the glory is not observed for larger water droplets.
(b) Within the domain of values of $\beta$ where the glory is observed, the angular distribution is determined by the dominant term in (5.18), namely,

$$
\begin{equation*}
i(\beta, \pi-\epsilon) \propto J_{0}^{2}(\beta \epsilon), \tag{5.20}
\end{equation*}
$$

where $i$ denotes the intensity.
The above angular distribution also follows directly from the fact that the dominant contribution to the glory arises from partial waves in the edge domain [cf. I, (1.14)]:

$$
\begin{equation*}
l_{-} \sim \beta-c \beta^{\frac{1}{3}} \leqslant l \leqslant l_{+} \sim \beta+c \beta^{\frac{1}{3}} \tag{5.21}
\end{equation*}
$$

corresponding to nearly-grazing incident rays. In fact, for such values of $l, \mathrm{~N}$, (C9), yields

$$
\begin{equation*}
P_{l}[\cos (\pi-\epsilon)] \approx J_{0}(\beta \epsilon) \tag{5.22}
\end{equation*}
$$

Similar considerations have been made by Van de Hulst (Refs. 6; 7, p. 253), who also observed that (5.20) would explain the slow intensity decrease at large angles, in contrast with ordinary diffraction coronae, for which

$$
\begin{equation*}
i(\theta) \propto J_{1}^{2}(\beta \theta) /(\beta \theta)^{2} \tag{5.23}
\end{equation*}
$$

In the former case, $i$ decreases like $\left(\beta_{\epsilon}\right)^{-1}$; in the latter, like $(\beta \theta)^{-3}$.

The ratios of dark-ring radii according to (5.20) are given by the ratios of zeros of $J_{0}(x)$ :

$$
\begin{equation*}
\epsilon_{1} / \epsilon_{2} \approx 0.44, \quad \epsilon_{3} / \epsilon_{2} \approx 1.6 \tag{5.24}
\end{equation*}
$$

These results are compatible with (5.2), and (5.3) is also verified, although the comparison is not too significant, because we are considering a scalar theory. For the same reason we cannot discuss feature (c).
(d) The observed variability of the glory pattern must be related to the variability of the average radius and the dispersion in the radii of water droplets in thin clouds or mist, and their evolution as a function of time. It is an indication that the back-scattered intensity is extremely sensitive to small variations in the parameter $\beta$. Thus, it is a consequence of feature (f), and it should be explained together with this feature.

In order to compare (5.18) with features (e)-(g), we have to consider its detailed behavior as a function of $\beta$, in the range $10^{2} \approx \beta \approx 10^{3}$, and within a small interval of variation of $\beta$,

$$
\begin{equation*}
\beta=\beta_{0}+\delta \beta, \quad|\delta \beta| \leqslant 1, \quad|\delta \beta| \mid \beta_{0} \ll 1 \tag{5.25}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\beta^{\frac{1}{2}} \approx \beta_{0}^{\frac{1}{3}}+\frac{1}{3} \frac{\delta \beta}{\beta_{0}^{\frac{2}{2}}} \tag{5.26}
\end{equation*}
$$

may actually be replaced by $\beta_{0}^{\frac{1}{3}}$ in (5.18).
Thus, (5.18) may be rewritten as

$$
\begin{array}{r}
f\left(\beta_{0}+\delta \beta, \pi-\epsilon\right) \approx A[1+B \exp (-0.45 i \delta \beta) \\
+C \exp (-5.77 i \delta \beta)], \quad|B| \approx \frac{1}{2}, \quad|C| \approx \frac{1}{4} \\
\left(10^{2} \leqslant \beta_{0} \leqslant 10^{3},|\delta \beta| \leqslant 1\right), \tag{5.27}
\end{array}
$$

where $A, B$, and $C$ are complex parameters depending on $\beta_{0}$, which remain approximately constant within the above interval $\delta \beta$. The first term within the square brackets arises from the dominant term $f_{2, \text { res }}$ in (5.16), the second one from $f_{2, g}$ and the third one from $f_{0, g}$.

It is clear that (5.27) cannot explain features (e)-(g). Instead of a quasiperiodic pattern, with period given by (5.4), and rapid intensity variations, by factors of up to 100 , (5.27) describes two much less prominent modulations, resulting from the interference between geometrical-optic and surface-wave contributions. The largest modulation corresponds to a much greater period ( $\sim 14$ ) and a much smaller intensity variation (by less than a factor of 4).

While (5.17) is only a rough approximation for $\beta \sim 10^{2}$, the more exact evaluation of the residue series that will now be undertaken cannot account for
the discrepancy between (5.27) and features (e)-(g). Thus, these features must arise from the interference with surface-wave contributions to higher-order terms in the Debye expansion. It will be shown in Sec. 6 D that this is indeed the correct explanation.

## D. The Residue-Series Contribution

For a more accurate evaluation of the residue-series contribution $f_{2 \text {,res }}$, we start from the exact expressions (3.18)-(3.20). We have to compute the terms appearing in (3.21).
The partial derivatives $d, \ddot{d}$, and $\dddot{d}$ in (3.21) can be computed with the help of I, (A25)-(A27), (for the terms involving [ $1 \beta]$ ) and I, (A23) (for the terms involving [ $2 \alpha$ ]). The Hankel functions and their derivatives can be computed by means of I, (A11)-(A20).

By taking the logarithmic derivative of (3.20) with respect to $\lambda$, we find

$$
\begin{align*}
\frac{\dot{c}_{m}}{c_{m}}= & \frac{1}{\lambda}+i(2 m+1) \pi+\frac{\dot{H}_{\lambda}^{(1)}(\alpha)}{H_{\lambda}^{(1)}(\alpha)}-3 \frac{\dot{H}_{\lambda}^{(2)}(\alpha)}{H_{\lambda}^{(2)}(\alpha)} \\
& -2 \frac{\dot{H}_{\lambda}^{(1)}(\beta)}{H_{\lambda}^{(1)}(\beta)}+\frac{[1 \beta]-N[1 \dot{\alpha}]}{[1 \beta]-N[1 \alpha]}+\frac{\dot{P}_{\lambda-\frac{1}{2}}(-\cos \theta)}{P_{\lambda-\frac{1}{2}}(-\cos \theta)} \tag{5.28}
\end{align*}
$$

and, differentiating once more with respect to $\lambda$,

$$
\begin{align*}
\frac{\ddot{c}_{m}}{c_{m}}= & \left(\frac{\dot{c}_{m}}{c_{m}}\right)^{2}-\frac{1}{\lambda^{2}}+\psi\left\{H_{\lambda}^{(1)}(\alpha)\right\}-3 \psi\left\{H_{\lambda}^{(2)}(\alpha)\right\} \\
& -2 \psi\left\{H_{\lambda}^{(1)}(\beta)\right\}+\psi\{[1 \beta]-N[1 \alpha]\} \\
& +\psi\left\{P_{\lambda-\frac{1}{2}}(-\cos \theta)\right\}, \tag{5.29}
\end{align*}
$$

where we have introduced the notation

$$
\begin{equation*}
\psi\{f(\lambda)\}=\frac{f^{\prime}}{f}-\left(\frac{f^{\prime}}{f}\right)^{2} \tag{5.30}
\end{equation*}
$$

In order to evaluate (3.20) and (5.28)-(5.29), we again employ the expansions given in I, Appendix A for $H_{\lambda}^{(1)}(\beta),[1 \beta]$ and their derivatives, the expansion $\mathrm{N},(\mathrm{A} 16)$ for $H_{\lambda}^{(1,2)}(\alpha)$ and their derivatives (thus, $[1 \alpha]$ is given by I , (A23) with $i \rightarrow-i$ ) and the expansion N , (C11) for $P_{\lambda-\frac{1}{2}}(-\cos \theta)$.

The numerical evaluation of $f_{2, \text { res }}(\beta, \theta)$ has been carried out at the point $\beta=130, \theta=\pi$, for $N=1.33$. The first neglected term in all asymptotic expansions employed was $\mathcal{O}\left(\beta^{-2}\right)$, and contributions from the first five poles $\lambda_{n}$ were taken into account. The result is given by

$$
\begin{equation*}
f_{2, \mathrm{res}}(130, \pi) \approx-0.165+0.483 i \quad(N=1.33) \tag{5.31}
\end{equation*}
$$

Comparing this with (5.14), we see that $f_{2, \text { res }}$ is indeed dominant over the geometrical-optic contribution. The order of magnitude of (5.31) (but not the numerical value!) also agrees with the estimates made with the help of (5.18).

Adding (5.31) to (5.14), we find

$$
\begin{align*}
f_{0, g}(130, \pi) & +f_{2, g}(130, \pi)+f_{2, \text { res }}(130, \pi) \\
& \approx-0.064+0.659 i \quad(N=1.33) . \tag{5.32}
\end{align*}
$$

Comparing this with the exact result (5.15), we see that $f_{2, \text { res }}$ corrects the phase in the right direction and leads to a value for $|f|$ of about $85 \%$ of the exact value ( $70 \%$ for the intensity). The remainder of the discrepancy must be accounted for by contributions from higher-order terms in the Debye expansion. The discussion given in Sec. 6 leads us to expect that, for other values of $\beta$, higher-order terms in the Debye expansion may account for a larger fraction of the intensity, and the relatively good agreement between (5.32) and (5.15) may be somewhat fortuitous. This should be checked by extending the computation to other values of $\beta$.

In conclusion, we see that Van de Hulst-type surface waves indeed give rise to an important contribution to the glory, but we must still investigate the effect of higher-order terms.

## 6. HIGHER-ORDER TERMS

## A. Introduction

So far we have discussed only the first three terms in the Debye expansion I, (3.21). With regard to the remaining terms, the following questions may be asked: (i) Can they be evaluated by similar procedures? (ii) Do they give a significant contribution? (iii) Do they give rise to any new physical effects?
The answer to (i) is clearly affirmative. The higher the order of a term in the Debye expansion, the larger will be the number of associated saddle points and the number of regions to be treated. However, the techniques for the evaluation of higher-order terms are essentially the same as those developed for the first three terms, with only slight extensions required.

For $N=1.33$, as has already been mentioned (I, Sec. 3C), more than $98.5 \%$ of the total intensity is contained in the first three terms. For higher values of $N$, geometrical-optic contributions decrease less rapidly with the order, because the internal reflection coefficient increases. However, the amplitude of the direct-reflection term also increases and the transmitted contribution becomes relatively less important. Thus, the first three terms probably suffice for most applications.

In the neighborhood of some special directions, higher-order terms can give appreciable contributions. Thus, for $N=1.33$, the secondary rainbow (around $\theta=128.7^{\circ}$ ), though much fainter than the primary one, still has noticeable intensity. It can be treated by exactly the same method as the primary rainbow (Sec. 4A). We have also found indications that higherorder residue-series contributions may be important in the glory (Sec. 5 C ). We shall see that they give rise to the rapid fluctuations in intensity mentioned in Sec. 5A, and that this effect occurs in all directions, although the amplitude of the fluctuations is largest near the backward direction.

We shall confine our attention almost entirely to the backward and forward directions. The results are not limited to the range $1<N<\sqrt{2}$. However, the cases $N>1$ and $N<1$ still require separate treatments.

## B. Higher-Order Geometrical-Optic Contributions to $f(\beta, 0)$ and $f(\beta, \pi)$

The $(p+1)$ th term of the Debye expansion is given by I, (3.23) and I, (3.26). With the help of the reflection properties (2.2), as well as the identity I, (2.12), these representations may be rewritten in-different ways, depending on whether $p$ is even or odd:

$$
\begin{align*}
& f_{2 j}(\beta, \theta) \\
&=(-1)^{j+1} \frac{i}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \\
& \times \int_{-\infty}^{\infty} U \rho^{2 j-1} P_{\lambda-\frac{1}{2}}(\cos \theta) e^{2 i(m+j) \pi \lambda} \lambda d \hat{\lambda} \\
&=(-1)^{j+1} \frac{i}{2 \beta} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j-1} P_{\lambda-\frac{1}{2}}(\cos \theta) \frac{\lambda d \lambda}{\cos (\pi \lambda)} \\
&=(-1)^{j} \frac{i}{2 \beta} \int_{-\infty-i \epsilon}^{\infty-i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j-1} P_{\lambda-\frac{1}{2}}(\cos \theta) \frac{\lambda d \hat{\lambda}}{\cos (\pi \lambda)} ; \tag{6.1}
\end{align*}
$$

$$
\begin{align*}
& f_{2 j+1}(\beta, \theta) \\
& =\frac{(-1)^{j+1}}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \\
& \quad \times \int_{-\infty}^{\infty} U\left(e^{i \pi \lambda} \rho\right)^{2 j} P_{\lambda-\frac{1}{2}}(-\cos \theta) e^{i(2 m+1) \pi \lambda} \lambda d \lambda \\
& =\frac{(-1)^{j+1}}{2 \beta} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j} P_{\lambda-\frac{1}{2}}(-\cos \theta) \frac{\lambda d \lambda}{\cos (\pi \hat{\lambda})} \\
& =\frac{(-1)^{j}}{2 \beta} \int_{-\infty-i \epsilon}^{\infty-i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j} P_{\lambda-\frac{1}{2}}(-\cos \theta) \frac{\lambda d \lambda}{\cos (\pi \lambda)} . \tag{6.2}
\end{align*}
$$

By procedures similar to those employed in (2.4)(2.12), these results can also be written in the form

$$
\begin{align*}
f_{2 j}(\beta, \theta) & =f_{2 j, 0}(\beta, \theta)+f_{2 j, r}(\beta, \theta),  \tag{6.3}\\
f_{2 j+1}(\beta, \theta) & =f_{2 j+1,0}(\beta, \theta)+f_{2 j+1 . r}(\beta, \theta), \tag{6.4}
\end{align*}
$$

where

$$
\begin{align*}
f_{2 j, r}(\beta, \theta)= & \frac{(-1)^{j}}{2 \beta} \int_{-\infty-i \epsilon}^{\infty-i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j-1} \\
& \times e^{-i \pi \lambda} P_{\lambda-\frac{1}{2}}(-\cos \theta) \frac{\lambda d \lambda}{\cos (\pi \lambda)},  \tag{6.5}\\
f_{2 j+1, r}(\beta, \theta)= & \frac{(-1)^{j+1} i}{2 \beta} \int_{-\infty-i \epsilon}^{\infty-i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j} \\
& \times e^{i \pi \lambda} P_{\lambda-\frac{1}{2}}(\cos \theta) \frac{\lambda d \lambda}{\cos (\pi \lambda)},  \tag{6.6}\\
f_{2 j, 0}(\beta, \theta)= & (-1)^{j} \frac{i}{\beta} \int_{-\infty-i \epsilon}^{\infty+i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j-1} \\
& \times e^{-i \pi \lambda} Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta) \lambda d \lambda \\
= & (-1)^{i+1} \frac{i}{\beta} \int_{0}^{\infty+i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j-1} \\
& \times P_{\lambda-\frac{1}{2}}(-\cos \theta) \tan (\pi \lambda) \lambda d \lambda, \tag{6.7}
\end{align*}
$$

$$
f_{2 j+1,0}(\beta, \theta)=(-1)^{j} \frac{i}{\beta} \int_{-\infty-i \epsilon}^{\infty+i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j} Q_{\lambda-\frac{1}{2}}^{(2)}(\cos \theta) \lambda d \lambda
$$

$$
=(-1)^{j+1} \frac{i}{\beta} \int_{0}^{\infty+i \epsilon} U\left(e^{i \pi \lambda} \rho\right)^{2 j}
$$

$$
\begin{equation*}
\times P_{\lambda-\frac{1}{2}}(\cos \theta) \tan (\pi \lambda) \lambda d \lambda \tag{6.8}
\end{equation*}
$$

Note that (2.6)-(2.12) are particular cases of these results.

If we take $f_{2 j, 0}$ at $\theta=\pi$ and $f_{2 j+1,0}$ at $\theta=0$, the corresponding integrals (6.7), (6.8) have a saddle point at $\lambda=0$. For $N<2 j$ and $N<2 j+1$, respectively, the corresponding steepest-descent path makes an angle of $\pi / 4$ with the positive $\lambda$-axis. The integrand differs from that of (2.12) only by powers of $e^{i \pi \lambda} \rho$, so that, according to Fig. 1 and I, Fig. 21, the path of integration can be deformed into the steepest-descent path.

Neglecting corrections of order $\beta^{-1}$, we can employ the approximations

$$
\begin{equation*}
\tan (\pi \lambda) \approx i, \tag{6.9}
\end{equation*}
$$

$U(\lambda, \beta) \approx \frac{4 N}{(N+1)^{2}} \exp \left[2 i(N-1) \beta-\frac{i \lambda^{2}}{N \beta}(N-1)\right]$,
$e^{i \pi \lambda} \rho(\lambda, \beta) \approx-i \frac{(N-1)}{(N+1)} \exp \left(2 i N \beta+\frac{i \lambda^{2}}{N \beta}\right)$,
valid near the saddle point.

The evaluation of the saddle-point contribution finally yields

$$
\begin{align*}
f_{2 i, 0}^{(c)}(\beta, \pi)= & -\frac{N^{2}}{N^{2}-1} \exp (-2 i \beta) \\
& \quad \times \frac{z^{j}}{\left(j-\frac{N}{2}\right)}\left[1+\mathcal{O}\left(\beta^{-1}\right)\right],  \tag{6.12}\\
f_{2 j+1,0}^{(c)}(\beta, 0)= & \frac{N^{2}}{(N+1)^{2}} \exp [2 i(N-1) \beta] \\
& \times \frac{z^{j}}{\left[j-\left(\frac{N-1}{2}\right)\right]}\left[1+\mathcal{O}\left(\beta^{-1}\right)\right] \tag{6.13}
\end{align*}
$$

where

$$
\begin{equation*}
z=\left(\frac{N-1}{N+1}\right)^{2} \exp (4 i N \beta) \tag{6.14}
\end{equation*}
$$

Note that (5.12) and I, (5.48) are particular cases of these results.

The superscript (c) in (6.12) and (6.13) is to indicate that they represent contributions corresponding to the centrally incident ray in geometrical optics. The parameter $z$ is identical to that which appears in the theory of the Fabry-Perot interferometer (Ref. 25, p. 47), representing the amplitude and phase change for double traversal of the sphere diameter. In general there may be other geometrical-optic contributions to the amplitude at $\theta=0$ or $\pi$, arising from incident rays with nonzero impact parameters.
The total geometrical-optic contribution from central rays to the scattering amplitude at $\theta=\pi$ and $\theta=0$ from higher-order terms in the Debye expansion is given by

$$
\begin{align*}
f_{z>2, g}^{(c)}(\beta, \pi)= & \sum_{j=2}^{\infty} f_{2 j, 0}^{(c)}(\beta, \pi) \\
= & -\frac{N^{2}}{N^{2}-1} \exp (-2 i \beta) \\
& \times\left[\varphi\left(z, \frac{N}{2}\right)-\frac{2 z}{2-N}\right]\left[1+\vartheta\left(\beta^{-1}\right)\right], \tag{6.15}
\end{align*}
$$

$$
\begin{align*}
f_{p>2, g}^{(c)}(\beta, 0)= & \sum_{j=1}^{\infty} f_{2 j+1,0}^{(c)}(\beta, 0) \\
= & \frac{N^{2}}{(N+1)^{2}} \exp [2 i(N-1) \beta] \\
& \times \varphi\left(z, \frac{N-1}{2}\right)\left[1+\mathcal{O}\left(\beta^{-1}\right)\right] \tag{6.16}
\end{align*}
$$

where

$$
\begin{equation*}
\varphi(z, \lambda)=\sum_{j=1}^{\infty} \frac{z^{j}}{(j-\lambda)} \quad(|z|<1, \lambda \neq 1,2,3, \cdots) . \tag{6.17}
\end{equation*}
$$

This function is related to Lerch's transcendent ${ }^{26}$

$$
\begin{align*}
& \Phi(z, s, \alpha)=\sum_{n=0}^{\infty} \frac{z^{n}}{(n+\alpha)^{s}} \\
& (|z|<1, \alpha \neq 0,-1,-2, \cdots) \tag{6.18}
\end{align*}
$$

by

$$
\begin{equation*}
\varphi(z, \lambda)=\Phi(z, 1,-\lambda)+\lambda^{-1} . \tag{6.19}
\end{equation*}
$$

For $N=1.33$, we have $|z| \approx 0.02$, so that (6.15) is a very small correction. For instance,

$$
\begin{equation*}
f_{p>2, g}^{(c)}(130, \pi) \approx-0.0007+0.0001 i \tag{6.20}
\end{equation*}
$$

is to be compared with (5.14). As mentioned in Sec. 5 B , the correction is negligible.

## C. Higher-Order Residue-Series Contributions to $f(\beta, \pi)$ for $N>1$

The residue-series contribution at the poles $\lambda_{n}$ to $f_{p}(\beta, \pi)$ is of the form

$$
\begin{align*}
f_{p, \text { res }}(\beta, \pi)= & -\frac{2 \pi i^{r}}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \\
& \times \sum_{n} \text { residue }\left[\lambda U \rho^{\nu-1} e^{i(2 m+s) \pi \lambda}\right]_{\lambda_{n}}, \tag{6.21}
\end{align*}
$$

where $r$ and $s$ are integers related to $p$, that have to be determined by detailed study of the deformation of the path of integration in (6.2), (6.5) near $\theta=\pi$. According to (3.12) and I, (5.7), we have

$$
\begin{equation*}
r=s=1 \text { for } p=1, p=2 \tag{6.22}
\end{equation*}
$$

We shall evaluate only the dominant high-frequency contribution to (6.21). Thus, we restrict ourselves to the term $m=0$ and we keep only the lowest-order term in each asymptotic expansion. The result, like (5.17), is certainly not a good approximation for $\beta \sim 10^{2}$, although it does yield the right order of magnitude. However, it is adequate for a qualitative discussion of the effects due to higher-order terms. For an accurate numerical computation, techniques similar to those employed in Sec . 5D would be required.

[^11]Substituting $U(\lambda, \beta)$ and $\rho(\lambda, \beta)$ by their explicit expressions, we find [cf. (3.18)-(3.20)]

$$
\begin{equation*}
f_{p, \text { res }}(\beta, \pi) \approx(-1)^{p+1 i^{r}} \frac{32}{\pi \beta^{3}} \sum_{n} r_{n, p}, \tag{6.23}
\end{equation*}
$$

where

$$
\begin{gather*}
\left.r_{n, p}=\operatorname{residue}\left\{\frac{c_{p}(\lambda, \beta)}{[d(\lambda, \beta)]^{p+1}}\right\}\right\}_{\lambda_{n}},  \tag{6.24}\\
c_{p}(\lambda, \beta)=\frac{\lambda e^{i s \pi \lambda}\left[H_{\lambda}^{(1)}(\alpha)\right]^{p-1}}{\left[H_{\lambda}^{(1)}(\beta)\right]^{2}\left[H_{\lambda}^{(2)}(\alpha)\right]^{p+1}}([1 \beta]-N[1 \alpha])^{p-1}, \tag{6.25}
\end{gather*}
$$

and $d(\lambda, \beta)$ is given by (3.19).
The evaluation of the dominant term in $r_{n, p}$ is carried out in Appendix C. Substituting the result, given by (C26), in (6.23), we get

## $f_{p, \text { res }}(\beta, \pi)$

$$
\begin{align*}
& \approx i^{r+1} \frac{e^{i \pi / 3}}{\gamma} \exp \left[i p\left(2 M \beta-\frac{\pi}{2}\right)\right] L_{p}^{(-1)}\left(\frac{-2 \zeta_{p}}{M}\right) \\
& \quad \times \sum_{n}\left(a_{n}^{\prime}\right)^{-2} \exp \left(i \lambda_{n} \zeta_{p}\right)\left[1+\mathcal{O}\left(\gamma^{2}\right)\right], \tag{6.26}
\end{align*}
$$

where $L_{p}^{(-1)}$ is a generalized Laguerre polynomial, defined by (C24), and $M$ and $\zeta_{p}$ are defined by (2.38) and (C19), respectively. The value of the integers in (6.21) and (C19) is determined by the requirement that $\zeta_{p}$ corresponds to an angle between 0 and $2 \pi$,

$$
\begin{equation*}
\zeta_{p} \equiv \pi-p \theta_{t}(\bmod 2 \pi), \quad 0 \leq \zeta_{p}<2 \pi \tag{6.27}
\end{equation*}
$$

In particular, for $p=1$ and $p=2$, it follows from (6.22) that (6.26) is in agreement with I, (5.20), and with the extension of (3.46) to $\theta=\pi$. Similarly to I, (5.24), and to (3.24), the above result can also be rewritten as follows [cf. (C24)]:

$$
\begin{align*}
f_{p, \text { res }}(\beta, \pi) \approx & i^{r+1} e^{i \pi / 4}(2 \pi \beta)^{\frac{1}{2}} \exp \left[i p\left(2 M \beta-\frac{\pi}{2}\right)\right] \\
& \times \sum_{n} D_{n}^{2} D_{21} D_{12}\left[\left(\widetilde{R}_{11}\right)^{p-1} \zeta_{p}\right. \\
& +(p-1)\left(\widetilde{R}_{11}\right)^{p-2} D_{12} D_{21} \frac{\zeta_{p}^{2}}{2!} \\
& +\frac{(p-1)(p-2)}{2!}\left(\tilde{R}_{11}\right)^{p-3}\left(D_{12} D_{21}\right)^{2} \frac{\zeta_{p}^{3}}{3!} \\
& \left.+\cdots+\left(D_{12} D_{21}\right)^{p} \frac{\zeta_{p}^{p}}{p!}\right] \\
& \times \exp \left(i \lambda_{n} \zeta_{p}\right)\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] \tag{6.28}
\end{align*}
$$



Fig. 10. Physical interpretation of (6.28) for $p=3$. The four types of diagram that contribute in this case are shown, together with the contribution from each type. The diffraction, transmission, or reflection coefficients at each vertex are indicated. The total angle described along the surface is $\zeta_{3}$. There is a phase factor $\exp (3 i \delta)$, where $\delta=2 M \beta$ is the optical phase difference associated with each "shortcut."
where $D_{n}^{2}$ is given by (3.25), $D_{21} D_{12}$ by (3.26) and $\tilde{R}_{11}=1$, as in (3.27). An equivalent result for a cylinder was obtained by Chen [Ref. 9, Eq. (1.33)], by applying the geometrical theory of diffraction.
The physical interpretation of (6.28) is a generalization of that given in Fig. 7 for $p=2$. The terms which arise for $p=3$ are shown in Fig. 10. For simplicity, this figure is drawn for a scattering angle $\theta \neq \pi$. Referring to this figure as an illustration, we can describe the physical interpretation of each term in (6.28).
As has been emphasized in I, Sec. 3A, the Debye expansion corresponds to a description in terms of surface interactions, and its $p$ th term represents the effect of $(p+1)$ interactions at the surface. For a surface wave, one of them is its excitation at the point $\mathrm{T}_{1}$ (with diffraction coefficient $D_{n}$ ) and final reconversion into a tangentially emerging ray at $E$ (again with coefficient $D_{n}$ ). Another one is the initial
critical refraction into the sphere at A (coefficient $D_{21}$ ) and final reemergence at D (factor $D_{12}$ ). These two interactions account for the common factor $D_{n}^{2} D_{21} D_{12}$ in (6.28).
Once inside the sphere, there remain $(p-1)$ interactions at the surface. Each of them can belong to either one of two types [cf. Figs. 7(c), 7(d)]: (I), internal reflection, with coefficient $\tilde{R}_{11}$; (II), critical refraction to the outside (coefficient $D_{12}$ ), followed by traveling along an arc as a surface wave, and by a new critical refraction into the sphere (coefficient $D_{21}$ ). These two types of elementary interactions are illustrated in Fig. 11. Each of them can be regarded as a "vertex," provided that the path $V$ ' $V$ " traveled along the surface for a type-II vertex is separately taken into account. The "coupling constant" associated with a type-I vertex is $\tilde{R}_{11}$, and for a type-Iİ vertex it is $D_{12} D_{21}$. With this interpretation, the terms of (6.28) correspond to diagrams with $(p-1)$ "internal"


Fig. 11. The two possible types of elementary interactions of a diffracted ray at the surface ("vertices") and the corresponding "coupling constants."
vertices, besides the two "external" ones already described above. An equivalent way to classify them is that they are all associated with $p$ shortcuts across the sphere.

The simplest diagram with ( $p-1$ ) internal vertices is one with $(p-1)$ type-I vertices [Fig. 10(a)]. Diagrams of this kind can have any value for the angle $\varphi_{1}$ between 0 and $\zeta_{p}$, so that they contribute

$$
\left(\widetilde{R}_{11}\right)^{p-1} \int_{0}^{\zeta_{p}} d \varphi_{1}=\left(\widetilde{R}_{11}\right)^{p-1} \zeta_{p}
$$

which is the first term within square brackets in (6.28).
If we now substitute one type-I vertex in each diagram of the above class by a type-II vertex, there are $(p-1)$ different ways to do this [Figs. 10(b), (c)], so that we get a contribution [cf. (3.29)]

$$
\begin{aligned}
&(p-1)\left(\tilde{R}_{11}\right)^{p-2} D_{12} D_{21} \int_{0}^{\zeta_{p}} d \varphi_{1} \int_{0}^{\zeta_{p}-\varphi_{1}} d \varphi_{2} \\
&=(p-1)\left(\tilde{R}_{11}\right)^{p-2} D_{12} D_{21} \frac{\zeta_{p}^{2}}{2!},
\end{aligned}
$$

which is the second term in (6.28).
Similarly, if we substitute two type-I vertices by type-II vertices, this can be done in $(p-1)(p-2)$ ways, but an interchange between the two type-II vertices leaves the result unchanged, so that this class of diagrams [Fig. 10(d)] contributes

$$
\begin{aligned}
& \frac{(p-1)(p-2)}{2!}\left(\tilde{R}_{11}\right)^{p-3}\left(D_{12} D_{21}\right)^{2} \\
& \quad \times \int_{0}^{\zeta_{p}} d \varphi_{1} \int_{0}^{\zeta_{p}-\varphi_{1}} d \varphi_{2} \int_{0}^{\zeta_{p}-\varphi_{1}-\varphi_{2}} d \varphi_{3},
\end{aligned}
$$

which is the third term in (6.28)-and so on.
The "propagator" between two vertices is either $\exp (2 i M \beta)$, the phase factor associated with a shortcut, or $\exp \left(i \lambda_{n} \phi_{j}\right)$, the damping factor for a surface wave along the angle $\phi_{j}$. Since there are $p$ shortcuts and the total angle described along the surface is $\zeta_{p}$,
this leads to the factor $\exp (2 i p M \beta) \exp \left(i \lambda_{n} \zeta_{p}\right)$ in (6.28). The factors $\exp (-i \pi / 2)$ represent the phase delay associated with passage through the focal points for diffracted rays at the poles.

It also follows from the above argument that, for an angle $\theta$ such that $\pi-\theta \gg \beta^{-\frac{1}{2}}$, the dominant terms of the residue-series contribution at high frequencies must be of the form

$$
\begin{equation*}
f_{p, \mathrm{res}}(\beta, \theta)=f_{p, \mathrm{res}}^{+}(\beta, \theta)+f_{p, \mathrm{res}}^{-}(\beta, \theta), \tag{6.29}
\end{equation*}
$$

where
$f_{p, \text { res }}^{ \pm}(\beta, \theta)$

$$
\begin{align*}
= & \frac{i^{n^{ \pm}}}{(\sin \theta)^{\frac{1}{2}}} \exp (2 i p M \beta) \\
& \times \sum_{m=0}^{\infty}(-1)^{m} \sum_{n} D_{n}^{2} D_{21} D_{12}\left[\left(\tilde{R}_{11}\right)^{p-1} \zeta_{m, p}^{ \pm}\right. \\
& +(p-1)\left(\tilde{R}_{11}\right)^{p-1} D_{12} D_{21} \frac{\left(\zeta_{m, p}^{ \pm}\right)^{2}}{2!} \\
& \left.+\cdots+\left(D_{12} D_{21}\right)^{p-1} \frac{\left(\zeta_{m, p}^{ \pm}\right)^{p}}{p!}\right] \exp \left(i \lambda_{n} \zeta_{m, p}^{ \pm}\right) \\
& \quad\left(\pi-\theta \gg \beta^{-\frac{1}{2}}\right), \quad(6.30) \tag{6.30}
\end{align*}
$$

where $n_{ \pm}$is an integer and

$$
\begin{equation*}
\zeta_{m, p}^{ \pm}=\zeta_{v}^{ \pm}+2 m \pi, \tag{6.31}
\end{equation*}
$$

the angles $\zeta_{p}^{ \pm}$being the minimum angles described by surface waves excited at $T_{1}$ or $T_{2}$ (Fig. 7) before emerging in the direction $\theta$. In (6.30), waves making any number of turns around the sphere have been added, but usually only $m=0$ needs to be taken into account. The difference between the factors appearing in (6.28) and (6.30) corresponds to the replacement [cf. N, (C8)]

$$
\begin{align*}
P_{\lambda-\frac{1}{2}}(1)= & 1 \rightarrow P_{\lambda-\frac{1}{2}}(-\cos \theta) \\
\approx & (2 \pi \beta \sin \theta)^{-\frac{1}{2}} \\
& \times\left\{\exp \left[i \lambda(\pi-\theta)-i \frac{\pi}{4}\right]\right. \\
& \left.+\exp \left[-i \lambda(\pi-\theta)+i \frac{\pi}{4}\right]\right\} . \tag{6.32}
\end{align*}
$$

The extra factor $\beta^{\frac{1}{2}}$ in (6.28) is a measure of the focusing effect along the axis. Note that (3.24) is a particular case of (6.29).

## D. Higher-Order Effects in the Glory

In order to discuss the effect of the higher-order contributions (6.26), the first question that must be answered is: How many such contributions need to be taken into account? The slow convergence of the Debye expansion for residue-series contributions, arising from the high internal reflection coefficient (3.27), is apparent from (6.28).

Let us investigate the asymptotic behavior of (6.26) for large $p$. The asymptotic behavior of $L_{p}^{(-1)}(-x)$ for large $p$ and fixed $x$ is given by ${ }^{27}$

$$
\begin{align*}
L_{p}^{(-1)}(-x)=\sqrt{\frac{x}{p}} e^{-x / 2}\{ & I_{1}\left[2(p x)^{\frac{1}{2}}\right] \\
& \left.+\frac{x}{4 p} I_{3}\left[2(p x)^{\frac{1}{2}}\right]+\cdots\right\} \tag{6.33}
\end{align*}
$$

where $I_{n}(z)$ is the modified Bessel function of order $n$. In particular, if $\sqrt{p x} \gg 1,(6.33)$ becomes

$$
\begin{align*}
L_{p}^{(-1)}(-x)=\frac{x^{\frac{1}{2}} e^{-x / 2}}{2(\pi)^{\frac{1}{2}} p^{\frac{3}{4}}} \exp \left[2(p x)^{\frac{1}{2}}\right] & {\left[1+\mathcal{O}\left(\frac{1}{(p x)^{\frac{1}{2}}}\right)\right] } \\
& {\left[(p x)^{\frac{1}{2}} \gg 1\right] . } \tag{6.34}
\end{align*}
$$

Under these conditions, (6.26) becomes

$$
\begin{align*}
f_{p, \text { res }}(\beta, \pi) \approx & \frac{i^{r+1} e^{i \pi / 3}}{2(\pi)^{\frac{1}{2}} \gamma}\left(\frac{2 \zeta_{p}}{M}\right)^{\frac{1}{4}} p^{-\frac{3}{4}} \\
& \times \exp \left[2^{\frac{3}{2}}\left(\frac{p \zeta_{p}}{M}\right)^{\frac{1}{2}}+i p\left(2 M \beta-\frac{\pi}{2}\right)\right] \\
& \times \sum_{n}\left(a_{n}^{\prime}\right)^{-2} \exp \left[i\left(\lambda_{n}+\frac{i}{M}\right) \zeta_{p}\right] \\
& \times\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] \quad\left[\left(p \zeta_{p} \mid M\right)^{\frac{1}{2}} \gg 1\right] \tag{6.35}
\end{align*}
$$

It would appear from this result that $\left|f_{p \text {, res }}\right|$ is unbounded as $p \rightarrow \infty$. However, it must be remembered that (6.26) is the dominant term in an asymptotic expansion for fixed $p$ and sufficiently large $\beta$, whereas we are now interested in the asymptotic behavior for fixed $\beta$ and increasingly large $p$. Since the number of correction terms [indicated in (6.26) as $\mathcal{O}\left(\gamma^{2}\right)$ ] also increases with $p,(6.26)$ eventually no

[^12]longer represents the dominant term for sufficiently large $p$ : It is modified by the accumulated effect of a large number of correction terms (e.g., $\gamma^{-2}$ terms, each of order $\gamma^{2}$ ).

We shall now give a heuristic argument to show that the resultant effect due to correction terms must be to bring about an exponential damping factor for large $p$. To see this, let us go back to the discussion of the rate of convergence of the Debye expansion in I, Sec. 3A. In terms of the partial-wave series, the Debye expansion I, (3.21) can be rewritten as follows:
$f(\beta, \pi)-f_{0}(\beta, \pi)=-\frac{i}{\beta} \sum_{l=0}^{\infty}(-1)^{l}\left(l+\frac{1}{2}\right) U_{i} \sum_{p=1}^{\infty}\left(\rho_{l}\right)^{p-1}$,
where

$$
\begin{equation*}
U_{l}(\beta)=U\left(l+\frac{1}{2}, \beta\right), \quad \rho_{l}(\beta)=\rho\left(l+\frac{1}{2}, \beta\right) \tag{6.37}
\end{equation*}
$$

According to the discussion given in Sec. 5C, the residue-series contributions are associated with partial waves in the edge domain [cf. I, (1.14)], so that, at least in order of magnitude, we can identify

$$
\begin{equation*}
f_{p, \mathrm{rcs}}(\beta, \pi) \sim-\frac{i}{\beta} \sum_{l=l_{-}}^{l_{+}}(-1)^{l}\left(l+\frac{1}{2}\right) U_{l}\left(\rho_{l}\right)^{p-1} \tag{6.38}
\end{equation*}
$$

where $l_{-}$and $l_{+}$are given by (5.21). Thus, the rate of convergence of the Debye expansion for the residueseries contributions is determined by the magnitude of the spherical reflection coefficient $\left|\rho_{l}\right|$ in the edge domain (5.21).

It follows from $I$, (3.15) and $I$, (3.8)-(3.11), that

$$
\begin{align*}
\left|\rho_{l}\right|^{2}= & 1-\frac{16}{\pi^{2} \beta^{2}} \\
& \times\left|H_{l+\frac{1}{2}}^{(1)}(\beta) H_{l+\frac{1}{2}}^{(2)}(\alpha)([1 \beta]-N[2 \alpha])\right|^{-2} \tag{6.39}
\end{align*}
$$

Substituting the Hankel functions and their logarithmic derivatives by the corresponding asymptotic expansions in the edge domain (I, Appendix A), we finally get [cf. I, (4.58)]

$$
\begin{align*}
&\left|\rho_{l}\right|^{2} \approx 1-\frac{\gamma}{M}\left|\mathrm{Ai}\left(-z_{l}\right)\right|^{-2}=1-2 \epsilon_{l} \\
&\left(l_{-} \approx l \approx l_{+}\right), \tag{6.40}
\end{align*}
$$

where

$$
\begin{equation*}
z_{l}=e^{-i \pi / 3} \gamma\left(l+\frac{1}{2}-\beta\right) \tag{6.41}
\end{equation*}
$$

so that $\left|z_{l}\right|=\mathcal{O}(1)$ in the edge domain.
On the other hand, it follows from I, (3.24), I, (3.5)(3.8), and I, Appendix A, that

$$
\begin{align*}
&\left|U_{i}(\beta)\right|=\left|T_{21} T_{12}\right| \approx \frac{\gamma}{\pi M}\left|\mathrm{Ai}\left(-z_{l}\right)\right|^{-2} \\
&\left(l_{-} \leqslant l \leqslant l_{+}\right) \tag{6.42}
\end{align*}
$$

Substituting these results in the remainder after $P$ terms of (6.38), we find

$$
\begin{align*}
\left|\sum_{n=p_{i-1}}^{\infty} f_{p, \mathrm{res}}(\beta, \pi)\right| & =\frac{\gamma}{\pi M} \sum_{l=l_{-}}^{l_{+}}\left|\mathrm{Ai}\left(-z_{l}\right)\right|^{-2} \frac{\left|\rho_{l}\right|^{p}}{\left|1-\rho_{l}\right|} \\
& \approx \frac{2}{\pi} \sum_{l=l_{-}}^{l_{+}}\left|\rho_{l}\right|^{l^{\prime}} \approx 2 c \beta^{\frac{1}{j} \bar{\rho}^{P}, \quad(6 .} \tag{6.43}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\rho}=1-\epsilon, \quad \epsilon \sim \gamma, \tag{6.44}
\end{equation*}
$$

is an average value of $\rho_{l}$ in the edge domain, and $c$ is defined by (5.21).
Finally, (6.43) becomes, for large enough $P$,

$$
\begin{align*}
\left|\sum_{p=P^{\prime+1}}^{\infty} f_{p, \mathrm{res}}(\beta, \pi)\right| \leqslant 2 c \beta^{\frac{1}{2}}(1-\epsilon)^{P} & \sim 2 c \beta^{\frac{1}{e}} e^{-\epsilon P} \\
& \sim 2 c \beta^{\frac{1}{3}} e^{-\gamma P} \tag{6.45}
\end{align*}
$$

Comparing this with (5.18), we see that the remainder after $P$ terms of the Debye expansion for the residueseries contributions is negligible, as compared with the second term $f_{2 . \text { res }}(\beta, \pi)$, if

$$
\begin{equation*}
P \sim \beta^{\frac{2}{2}} . \tag{6.46}
\end{equation*}
$$

This gives the maximum number of terms that would have to be kept in the Debye expansion.
Actually, (6.46) is probably an overestimate. We can interpret (6.43) as implying that, due to the correction factors indicated in (6.26), the internal reflection coefficient for diffracted rays is brought down from its "geometrical-optic" value $\widetilde{R}_{11}=1$ to

$$
\begin{equation*}
\tilde{R}_{11} \sim \bar{\rho}=1-\epsilon . \tag{6.47}
\end{equation*}
$$

From (6.28), this is seen to imply that, in (6.26), we should make the replacement

$$
\begin{equation*}
L_{p}^{(-1)}\left(-\frac{2 \zeta_{p}}{M}\right) \rightarrow \bar{\rho}^{P} L_{p}^{(-1)}\left(-\frac{2 \zeta_{p}}{M \bar{\rho}}\right) . \tag{6.48}
\end{equation*}
$$

According to (6.45), the damping factor $\bar{\rho}^{\boldsymbol{p}}$ becomes effective for $p \ngtr \gamma^{-1}$, leading to the estimate

$$
\begin{equation*}
\beta^{\frac{1}{3}} \leqslant P \in \beta^{\frac{2}{3}} . \tag{6.49}
\end{equation*}
$$

Since the number of terms in (6.38) is $\sim \beta^{\frac{1}{2}}$, it might seem more expedient, in practice, to evaluate the residue-series contribution directly, by numerical summation of the edge-domain terms in the partialwave expansion. This is related to a proposal made
by Ljunggrén. ${ }^{28}$ However, the objections to this procedure would be: (i) the identification (6.38) should be regarded merely as an order-of-magnitude estimate; (ii) it is difficult to determine the precise values of $l_{-}$and $l_{+}$in (6.38), and the value of the sum undergoes considerable fluctuations as extra terms are added (cf. Ref. 8, Fig. 3); (iii) the physical interpretation in terms of surface waves enables us to understand the qualitative behavior of the results, as will now be seen.

In order to determine the resultant effect of higherorder surface-wave contributions, we have to sum the contributions (6.26) for all values of $p$, up to a maximum value $P$ verifying (6.49). One of the main difficulties in this summation is the dependence of $\zeta_{p}$ on $p$, corresponding to the different position of the shadow boundary for each term of the Debye expansion.

We want to discuss the qualitative behavior of the resultant surface-wave contribution. For this purpose, an accurate evaluation is not required. We shall carry out the summation by making several simplifying assumptions:
(A) Only the contribution from the first pole $\lambda_{1}$ is taken into account.
This is certainly adequate for an order-of-magnitude evaluation. According to (6.26), the total residueseries contribution to the backward scattering amplitude is then given by

$$
\begin{equation*}
f_{\mathrm{res}}(\beta, \pi) \approx-\frac{e^{i \pi / 3}}{a_{1}^{\prime 2} \gamma} \Psi(N, \beta), \tag{6.50}
\end{equation*}
$$

where

$$
\begin{array}{r}
\Psi^{\circ}(N, \beta)=\sum_{p} \exp \left[i p\left(2 M \beta-\frac{\pi}{2}\right)+i \lambda_{1} \zeta_{p}\right] \\
\times L_{p}^{(-1)}\left(-\frac{2 \zeta_{p}}{M}\right) \tag{6.51}
\end{array}
$$

The next problem is: Over what values of $p$ does the sum range? In principle, we have to sum over all $p$, up to $P$. However, we can clearly restrict ourselves to the diffracted rays that emerge closest to the backward direction, because other contributions contain an extra damping factor of at least $\exp \left(i \lambda_{n} \theta_{1}\right)$, corresponding to an additional shortcut (cf. Fig. 10). Thus, in (6.27), we impose the extra condition

$$
\begin{equation*}
0 \leq \zeta_{p}<0_{t} \tag{6.52}
\end{equation*}
$$

[^13]Table I. Values of $\zeta_{p}$ for the lowest values of $p$.
$N=1.33, \quad \theta_{t}=1.43978$

| $p$ | 2 | 6 | 10 | 15 | 19 | 24 | 28 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\zeta_{p}$ | 0.26204 | 0.78612 | 1.31021 | 0.39452 | 0.91860 | 0.00029 | 0.52699 |

$$
N=1.40, \quad \theta_{t}=1.55039
$$

| $p$ | 2 | 6 | 10 | 14 | 18 | 22 | 26 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\zeta_{p}$ | 0.040819 | 0.12246 | 0.20410 | 0.28574 | 0.36738 | 0.44901 | 0.53065 |

The values of $\zeta_{p}$ satisfying the conditions (6.27), (6.52) for the lowest values of $p$ are listed in Table I for $N=1.33$ and for $N=1.40$. The latter value is close to the critical refractive index $N=\sqrt{2}$, for which the diffracted rays are "at resonance." In fact, for $N=\sqrt{2}$, as shown in Fig. 12, a diffracted ray comes back to the starting point after each four additional shortcuts taken through the sphere. Moreover, in this limiting case, there are diffracted rays emerging exactly in the backward direction, i.e., with $\zeta_{p}=0$, for

$$
\begin{equation*}
p=4 n+2 \quad(n=0,1,2, \cdots) \tag{6.53}
\end{equation*}
$$

For $N=1.40$, the angle $\zeta_{2}$ corresponds to only $2.3^{\circ}$, as compared with $15^{\circ}$ for $N=1.33$. For $N=\sqrt{2}$, there are additional complications, as we see from Figs. 3(b), 3(c), for $p=2$, because this is the borderline between having one ray or three rays near the backward direction; thus, a special treatment would be required.

There is another resonance, corresponding to a period of five shortcuts (inscribed regular pentagon


Fig. 12. For $N=\sqrt{2}$, the diffracted rays are at resonance: they come back to the starting point after four shortcuts, forming a square.
instead of square), for

$$
\begin{equation*}
N=[\cos (\pi / 5)]^{-1} \approx 1.236 \tag{6.54}
\end{equation*}
$$

The value $N=1.33$ is about halfway between this value and $N=\sqrt{2}$ (but still closer to $\sqrt{2}$ ), so that the corresponding values of $p$ given by Table I:

$$
\begin{equation*}
p_{v}=2,6,10,15,19,24,28, \cdots \quad(N=1.33) \tag{6.55}
\end{equation*}
$$

show a mixture of periodicities 4 and 5 , with predominance of the period 4.

On the other hand, for $N=1.40$, the values of $p$ are of the form (6.53) up to $p=74$. According to (6.49), larger values of $p$ would not give any appreciable contribution within the range of values of $\beta$ for which the glory is observed. Thus, we can make a further simplifying assumption:
(B) The summation in (6.51) is restricted to the values of $p$ given by (6.53).

This is certainly a much better approximation for $N=1.40$ than for $N=1.33$, and it becomes better the closer $N$ is to $\sqrt{2}$. The effect of deviations from assumption (B), like those found in (6.55), will be discussed later.

For $N=1.40$, it follows from (6.30) and Table I that

$$
\begin{equation*}
\zeta_{4 n+2}=(2 n+1) \zeta_{2} \tag{6.56}
\end{equation*}
$$

up to the same value of $p$ for which (B) holds. Thus, it is consistent with (B) to assume also that
(C) The angles $\zeta_{4 n+2}$ are given by (6.56) for all $n$.

For large enough $n$, (6.56) will violate condition (6.52). In particular, the damping factor $\exp \left(i \lambda_{1} \zeta_{p}\right)$ in (6.51), which would be bounded by $\left|\exp \left(i \lambda_{1} \theta_{t}\right)\right|$, will decrease exponentially as $n \rightarrow \infty$, according to (6.56). However, for large values of $n$, where the exponential decrease becomes significant, there would be such a decrease anyway, arising from the multiple internal reflection factor $\bar{\rho}^{p}$ [cf. (6.45)]. Thus, for $N$ sufficiently close to $\sqrt{2},(\mathrm{C})$ is a reasonable assumption.

The last simplifying assumption we shall make is
(D) The angle $\zeta_{p}$ may be replaced by an average value $\bar{\zeta}$ in the argument of the Laguerre polynomial in (6.51):

$$
\begin{equation*}
L_{p}^{(-1)}\left(-2 \zeta_{p} / M\right) \rightarrow L_{p}^{(-1)}(-x) \tag{6.57}
\end{equation*}
$$

where

$$
\begin{equation*}
x=2 \bar{\zeta} / M \quad\left(0 \leq \bar{\zeta}<\theta_{t}\right) \tag{6.58}
\end{equation*}
$$

Since the Laguerre polynomial is a slowly varying function of $\zeta_{p}$ as compared with $\exp \left(i \lambda_{1} \zeta_{p}\right)$ [cf. (6.34)], assumption (D) is also reasonable for an order-ofmagnitude evaluation.

The effect of the simplifying assumptions (A) to (D) is to replace (6.51) by

$$
\begin{equation*}
\Psi(N, \beta) \approx \Psi(x, \delta)=\sum_{n=0}^{\infty} e^{i(4 n+2) \delta} L_{4 n+2}^{(-1)}(-x), \tag{6.59}
\end{equation*}
$$

where $\delta$ is a complex number given by

$$
\begin{equation*}
\delta=2 M \beta-\frac{\pi}{2}+\frac{1}{2} \lambda_{1} \zeta_{2}+i \epsilon \quad(\operatorname{Im} \delta>0) \tag{6.60}
\end{equation*}
$$

The term ic $(\epsilon>0)$ has been added to represent the effective damping due to other contributions. It corresponds mainly to the effect of the internal reflection coefficient $\bar{\rho}$ [cf. (6.48)]. This source of damping would still be present even for $\zeta_{2}=0$ ( $N=\sqrt{2}$ ), and it is, in fact, responsible for the convergence of the Debye expansion for the residueseries contributions, as we have seen above.

The main virtue of the approximation (6.59) is that $\Psi(x, \delta)$ can be evaluated exactly, with the help of the generating function for generalized Laguerre polynomials (Ref. 27, p. 242):

$$
\begin{equation*}
\sum_{p=0}^{\infty} L_{p}^{(\alpha)}(x) z^{p}=(1-z)^{-\alpha-1} \exp \left(\frac{x z}{z-1}\right) \quad(|z|<1) \tag{6.61}
\end{equation*}
$$

Setting $\alpha=-1$ and $z=e^{i \delta}(\operatorname{Im} \delta>0$ ), we get [cf. (C24)-(C25)]

$$
\begin{align*}
\Phi(x, \delta) & =\sum_{\eta=0}^{\infty} e^{i \phi \delta} L_{\nu}^{(-\lambda)}(-x)=\exp \left(\frac{x e^{i \delta}}{1-e^{i \delta}}\right) \\
& =\exp \left(-\frac{x}{2}\right) \exp \left(\frac{i x}{2} \cot \frac{\delta}{2}\right) \quad(\operatorname{Im} \delta>0) . \tag{6.62}
\end{align*}
$$

To get $\Psi^{*}(x, \delta)$, it suffices to take

$$
\begin{align*}
\Psi(x, \delta)= & \frac{1}{4}\left[\Phi(x, \delta)-\Phi\left(x, \delta+\frac{\pi}{2}\right)\right. \\
& \left.+\Phi(x, \delta+\pi)-\Phi\left(x, \delta+\frac{3 \pi}{2}\right)\right] \tag{6.63}
\end{align*}
$$

so that

$$
\begin{align*}
\Psi(x, \delta)= & \frac{1}{4} \exp \left(-\frac{x}{2}\right) \\
& \times\left\{\exp \left(\frac{i x}{2} \cot \frac{\delta}{2}\right)+\exp \left(-\frac{i x}{2} \tan \frac{\delta}{2}\right)\right. \\
& -\exp \left[\frac{i x}{2} \cot \left(\frac{\delta}{2}+\frac{\pi}{4}\right)\right] \\
& \left.-\exp \left[-\frac{i x}{2} \tan \left(\frac{\delta}{2}+\frac{\pi}{4}\right)\right]\right\} . \tag{6.64}
\end{align*}
$$

In particular, if $\operatorname{Im} \delta$ is large, i.e.,

$$
\begin{equation*}
\exp (-\operatorname{Im} \delta) \ll 1 \tag{6.65}
\end{equation*}
$$

we can employ the approximation

$$
\begin{equation*}
\tan \frac{\delta}{2} \approx i+2 \exp (-\operatorname{Im} \delta) \sin (\operatorname{Re} \delta) \tag{6.66}
\end{equation*}
$$

so that (6.64) becomes

$$
\begin{align*}
\Psi(x, \delta) \approx & \frac{1}{2}\left\{\cos \left[x e^{-\operatorname{Im} \delta} \sin (\operatorname{Re} \delta)\right]\right. \\
& \left.-\cos \left[x e^{-\operatorname{Im} \delta} \cos (\operatorname{Re} \delta)\right]\right\} \\
\approx & \frac{x^{2}}{4} \exp (-2 \operatorname{Im} \delta) \cos (2 \operatorname{Re} \delta) \\
= & \frac{x^{2}}{4} \operatorname{Re}\left(e^{2 i \delta}\right) \quad\left(e^{-\operatorname{Im} \delta} \ll 1, x<1\right) \tag{6.67}
\end{align*}
$$

Let us study the behavior of $\Psi(x, \delta)$ as a function of $\delta$. We have [cf. (6.59)]:

$$
\begin{equation*}
\Psi\left(x, \delta+\frac{\pi}{2}\right)=-\Psi(x, \delta), \tag{6.68}
\end{equation*}
$$

so that it suffices to consider the interval

$$
\begin{equation*}
0 \leq \operatorname{Re} \delta<\pi / 2 . \tag{6.69}
\end{equation*}
$$

The behavior of $\Psi$ within this interval depends very sensitively on the magnitude of the damping, i.e., on Im $\delta$.
For strong damping, $e^{-\mathrm{Im} \delta} \ll 1$, we have, by (6.67), $|\Psi| \ll 1$, and $\Psi$ oscillates like $\cos (2 \operatorname{Re} \delta)$. In the opposite extreme of weak damping, Im $\delta \ll 1$, it follows from (6.64) that $|\Psi|$ has oscillations with rapidly-varying period within the interval (6.69), but it is still bounded by

$$
\begin{equation*}
|\Psi(x, \delta)| \approx 1 . \tag{6.70}
\end{equation*}
$$

We shall now discuss the implications of these results for the theory of the glory. It follows from (6.50) and (6.59) that

$$
\begin{equation*}
\left|f_{\text {res }}(\beta, \pi)\right| \approx 2.034(\beta / 2)^{\frac{1}{3}}\left|\Psi^{T}(x, \delta)\right| . \tag{6.71}
\end{equation*}
$$

On the other hand, according to Sec. 5 , the intensity
in the glory is dominated by the residue-series contribution:

$$
\begin{equation*}
i(\beta, \pi) \approx\left|f_{\mathrm{res}}(\beta, \pi)\right|^{2} \tag{6.72}
\end{equation*}
$$

Let us consider the behavior of $i(\beta, \pi)$ as a function of $\beta$. It follows from (6.68) and (6.71)-(6.72) that the intensity is a periodic function of $\operatorname{Re} \delta$, with period $\pi / 2$. According to (6.60), the corresponding period $\Delta \beta$ in $\beta$, near $\beta=\beta_{0}$, is given by

$$
\begin{equation*}
\Delta \beta=\frac{\pi}{4 M+\zeta_{2}\left(\frac{d \operatorname{Re} \lambda_{1}}{d \beta}\right)_{\beta_{0}}} \tag{6.73}
\end{equation*}
$$

Within the domain of validity of the approximation I, (3.29), for $\lambda_{1}$, this becomes

$$
\begin{equation*}
\Delta \beta \approx \frac{\pi}{4 M+\zeta_{2}\left[1+\frac{x_{1}}{12}\left(\frac{2}{\beta_{0}}\right)^{\frac{2}{3}}\right]}\left(\beta_{0}^{\frac{1}{3}} \gg 1\right) \tag{6.74}
\end{equation*}
$$

Notice that, actually, (6.71) is not strictly periodic in $\beta$, both because $\Delta \beta$ depends (not very strongly) on $\beta$ and because Im $\delta$ also changes with $\beta$. Furthermore, the strict periodicity in $\operatorname{Re} \delta$ follows from assumptions (B) and (C), which are not very good approximations for $N=1,33$. However, we should still find a quasiperiodic pattern, with period given approximately by (6.73), superimposed on a more slowly varying background.

For $\beta_{0}=200, N=1.333$, (6.74) gives

$$
\begin{equation*}
\Delta \beta \approx 0.83 \tag{6.75}
\end{equation*}
$$

in excellent agreement with the corresponding value (5.4) found by Bryant and Cox. ${ }^{8}$ This provides the explanation of feature (e) in the glory (Sec. 5A). We see that the quasiperiodicity arises from the proximity to the resonance situation shown in Fig. 12, with a return to nearly the original position after each four additional shortcuts.

Let us now turn to feature ( f ), the behavior of $i(\beta, \pi)$ within a single period. For $\beta_{0} \approx 200, N=1.33$, it follows from (6.60), I, (3.29) and Table I, that $e^{-\mathrm{rm} \delta} \sim 10^{-2} \ll 1$, so that (6.67) holds. According to (6.67), the total residue-series contribution has the same order of magnitude as the second term in the Debye expansion. As we have seen in Sec. 5C, this term accounts correctly for the order of magnitude of the intensity in the glory.

On the other hand, the relatively slow oscillations of $|\Psi|$ given by (6.67) do not agree with the behavior described in feature (f) (Sec. 5A). However, the assumptions made in the derivation of this result are
violated for $N=1.33$. In particular, assumptions (B) and (C), which led to strong damping of high-p contributions, are already violated for $p=15$ and $p=24$ (cf. Table I). The latter, in particular, corresponds to a very small $\zeta_{p}$. According to (6.49), these terms are still significant for $\beta_{0} \sim 200$. In view of (6.33)-(6.35), their contributions can be quite large, and they probably account for the large spikes in the backward intensity; e.g., the interference between $p=2$ and $p=15$ may give rise to narrow peaks. The irregular behavior of the intensity within a period is thus related to the mixture of periodicities 4 and 5 in (6.55).

As $N$ approaches closer to the resonance at $\sqrt{2}$, the assumptions leading to (6.71) become increasingly better justified. The damping also decreases with $\zeta_{2}$ [cf. (6.60)], so that (6.64) should be applied. Thus we should find a number of oscillations with rapidly varying period within a single interval $\Delta \beta$. The character of these oscillations is strongly dependent on the damping, i.e., on the deviation of the refractive index from resonance. This extremely sensitive dependence of the intensity on $\beta$ and $N$ explains feature (d) (Sec. $5 A$ ), the variability of the glory.

The ratio of the surface-wave contribution to $f(\beta, \pi)$ to the geometrical-optic contribution is roughly given by [cf. (5.19)]:

$$
\begin{equation*}
\left|f_{\mathrm{res}}(\beta, \pi) / f_{g}(\beta, \pi)\right| \sim \beta^{\frac{1}{s}} \exp \left(-\bar{\zeta} \operatorname{Re} \lambda_{1}\right) \tag{6.76}
\end{equation*}
$$

but it can become much larger at resonance. However, by (6.70) and (6.71), the magnitude of the resonance peaks is bounded by

$$
\begin{equation*}
\left|f_{\mathrm{res}}(\beta, \pi)\right| \leqslant \beta^{\frac{1}{3}} \tag{6.77}
\end{equation*}
$$

and this is also the upper bound for the ratio (6.76).
The origin of this upper bound can be understood by going back to the partial-wave series. By I, (2.1) and (6.38), we have

$$
\begin{equation*}
f_{\mathrm{res}}(\beta, \pi) \approx \frac{1}{i \beta} \sum_{l=l_{-}}^{l_{+}}(-1)^{l}\left(l+\frac{1}{2}\right)\left[S_{l}(k)-1\right] \tag{6.78}
\end{equation*}
$$

The unitarity condition for the $S$ matrix gives

$$
\begin{equation*}
\left|S_{l}(k)-1\right| \leq 2 \tag{6.79}
\end{equation*}
$$

where the extreme value 2 is attained when the $l$ th partial wave is resonant. Substituting (6.79) in (6.78), and taking into account (5.21), we are led to an upper bound of the form (6.77).

Thus, the upper bound (6.77) corresponds to saturation of the unitarity limit. It would arise from having most partial waves within the edge domain
(5.21) close to resonance. This provides a link between the geometrical picture of diffracted-ray resonances illustrated in Fig. 12 and the more familiar concept of resonances in individual partial waves. The former are due to poles of the Debye expansion; the latter correspond to Regge poles close to the real axis [cf. I, Fig. 3 and the discussion about the physical interpretation of I, (2.34)-(2.35)]. The relationship between the two sets of poles and the two pictures is similar to that between the Debye expansion and the partialwave description: surface-wave resonances can be regarded as a collective effect of many nearly-resonant partial waves, and conversely.

In conclusion, we see that higher-order surfacewave contributions are responsible for the main features of the glory that were left unexplained in Sec. 5 (quasiperiodicity, behavior within a period, and variability). All these effects are related to the existence of resonances like that shown in Fig. 12.

## E. The Total Cross Section and the Ripple

Let us now go over to the forward scattering amplitude. According to I, (4.67), I, (5.48), and (6.16), it can be written in the following form:

$$
\begin{equation*}
f(\beta, 0)=f_{d}(\beta, 0)+f_{F}(\beta, 0)+f_{g}(\beta, 0)+\tilde{f}_{\text {res }}(\beta, 0), \tag{6.80}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{d}(\beta, 0)=i \beta / 2 \tag{6.81}
\end{equation*}
$$

is the contribution from the forward diffraction peak,

$$
\begin{align*}
& f_{F}(\beta, 0)=i\left[\frac{M_{0}}{\gamma}-\frac{i}{M}+\frac{8}{15} M_{1} \gamma\right. \\
&\left.\quad-\frac{i M_{0}}{6} \frac{\left(4 N^{2}-3\right)}{M^{3}} \gamma^{2}+\mathcal{O}\left(\gamma^{3}\right)\right] \tag{6.82}
\end{align*}
$$

is the contribution from the Fock correction terms,

$$
\begin{align*}
f_{v}(\beta, 0)= & -\frac{2 N^{2}}{(N-1)(N+1)^{2}} \exp [2 i(N-1) \beta] \\
& \times\left\{1+\frac{i}{\beta}\left[1-\frac{1}{N}+\frac{1}{2(N-1)}\right]+\mathcal{O}\left(\beta^{-2}\right)\right\} \\
& +\frac{N^{2}}{(N+1)^{2}} \exp [2 i(N-1) \beta] \rho\left(z, \frac{N-1}{2}\right) \tag{6.83}
\end{align*}
$$

is the geometrical-optic contribution (neglecting noncentral rays) and, finally, $\tilde{f}_{\text {res }}(\beta, 0)$ is the residueseries contribution.

In particular, taking $N=1.33, \beta=130$, we find

$$
\begin{align*}
& f_{d}(130,0)+f_{F}(130,0)+f_{g}(130,0) \\
& \quad \approx 65 i+(-3.223+2.449 i)+(1.081+1.644 i) \\
& \quad=-2.142+69.093 i \quad(N=1.33), \tag{6.84}
\end{align*}
$$

whereas the corresponding "exact" result, computed in the same way as (5.15), is

$$
\begin{equation*}
f(130,0)=-2.529+68.988 i \quad(N=1.33) \tag{6.85}
\end{equation*}
$$

Thus, the residue-series contribution must be given by

$$
\begin{equation*}
\tilde{f}_{\mathrm{res}}(130,0) \approx-0.387-0.105 i \quad(N=1.33) \tag{6.86}
\end{equation*}
$$

Though smaller than the Fock and geometrical-optic contributions in (6.84), this still has comparable order of magnitude.
The total cross section is related to $f(\beta, 0)$ by the optical theorem:

$$
\begin{equation*}
\sigma_{\mathrm{tot}}=\frac{4 \pi a^{2}}{\beta} \operatorname{Im} f(\beta, 0) \tag{6.87}
\end{equation*}
$$

Taking into account (6.80)-(6.83), we find

$$
\begin{align*}
\frac{\sigma_{\mathrm{tot}}}{2 \pi a^{2}}= & 1+\left\{\operatorname{Re} M_{0} \gamma^{2}+\frac{8}{15} \operatorname{Re} M_{1} \gamma^{4}\right. \\
& \left.+\frac{\operatorname{Im} M_{0}}{6} \frac{\left(4 N^{2}-3\right)}{M^{3}} \gamma^{5}\right\} \\
& +\frac{2 N^{2}}{(N+1)^{2} \beta}\left\{-\frac{2}{N-1} \sin [2(N-1) \beta]\right. \\
& \left.+\operatorname{Im}\left[e^{2 i(N-1) \beta} \varphi\left(z, \frac{N-1}{2}\right)\right]\right\} \\
& +\frac{\sigma_{\text {res }}}{2 \pi a^{2}}+\mathcal{O}\left(\beta^{-2}\right) \tag{6.88}
\end{align*}
$$

where the first term arises from the diffraction peak, the second and third ones (expressions within curly brackets) from the Fock and (central-ray) geometricaloptic contributions, and $\sigma_{\text {res }}$ denotes the residueseries contribution.

The diffraction and Fock terms in (6.88) give rise to a slowly varying background which is monotonically decreasing, approaching the asymptotic value unity as $\beta \rightarrow \infty$. This leads to the well-known result that the asymptotic cross section is twice the geometrical cross section ( $\sigma_{\text {tot }} \rightarrow 2 \pi a^{2}$ ).
The geometrical-optic contribution gives rise to relatively slow oscillations with period

$$
\begin{equation*}
\Delta_{1} \beta=\frac{\pi}{N-1} \tag{6.89}
\end{equation*}
$$

and amplitude decreasing like $\beta^{-1}$, superimposed on the background. These oscillations arise from interference between waves diffracted around the sphere and those geometrically transmitted through it. An analogous effect has been observed in neutron
scattering at energies of several million electron volts ("giant resonances"), and a similar explanation has been proposed. ${ }^{29}$

Very accurate numerical calculations of the total cross section, based on the partial-wave series and done at very small intervals, have shown, superimposed on these broad oscillations, a quasiperiodic structure, corresponding to rather irregular fluctuations with short period and variable amplitude. These secondary fluctuations are generally known as the "ripple" (Ref. 7, p. 177, Fig. $32^{30}$ ). Most calculations have been performed for $\beta \leqslant 20$, but the ripple also appears in Bryant and Cox's curves for $\sigma_{\text {tot }}$ near $\beta=200$ (Ref. 8, Fig. 2). Moreover, as has already been mentioned in Sec. 5A [feature (g)], these curves show a striking parallelism with the scattered intensity at $180^{\circ}$, with similar peaks, located at nearly the same values of $\beta$, but with greatly reduced amplitude. This parallelism strongly suggests that the ripple must correspond to the contribution from $\sigma_{\text {res }}$ in (6.88).

Let us compute the contribution. According to I, (5.30), (3.38), and (6.21), the residue-series contribution to $f_{p}(\beta, 0)$ must be of the form
$\tilde{f}_{p, \mathrm{res}}(\beta, 0)=-\frac{2 \pi}{\beta} i^{r-1} \sum_{m=0}^{\infty}(-1)^{m} \sum_{n}$ residue $\left\{\lambda U \rho^{p-1}\right.$

$$
\begin{equation*}
\times \exp [i(2 m+s+1) \pi \lambda]\}_{\lambda_{n}} \tag{6.90}
\end{equation*}
$$

where $r$ and $s$ are integers related to $p$, and (6.22) remains valid.

By comparison with (6.21), we see that the only difference in (6.90) is an additional factor $-i e^{i \pi \lambda}$. Thus, according to (6.26),

$$
\begin{align*}
\tilde{f}_{p, \mathrm{res}}(\beta, 0) & \approx i^{r} \frac{e^{i \pi / 3}}{\gamma} \\
& \times \exp \left[i p\left(2 M \beta-\frac{\pi}{2}\right)\right] L_{p}^{(-1)}\left(-2 \tilde{\zeta}_{p} / M\right) \\
& \times \sum_{n}\left(a_{n}^{\prime}\right)^{-2} \exp \left(i \lambda_{n} \tilde{\zeta}_{p}\right)\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] \tag{6.91}
\end{align*}
$$

where [cf. (6.30)]

$$
\begin{equation*}
\tilde{\zeta}_{p} \equiv 2 \pi-p \theta_{t}(\bmod 2 \pi), \quad 0 \leq \tilde{\zeta}_{p}<2 \pi \tag{6.92}
\end{equation*}
$$

In particular, for $p=1$ and $p=2$, (6.91) agrees with I, (5.32), and with the extension of (3.46) to $\theta=0$ [cf. (6.32)].

[^14]The dominant contributions arise from values of $p$ such that [cf. (6.52)]

$$
\begin{equation*}
0 \leq \tilde{\zeta}_{p}<\theta_{t} \tag{6.93}
\end{equation*}
$$

For $N=1.33$, this implies that the lowest value of $p$ to contribute is $p=4$. Employing (6.91) to estimate the order of magnitude of this contribution for $\beta=$ 130 , we find that it is of order unity, in agreement with (6.86).

For $N=1.40$, up to large values of $p$, the dominant contributions arise from [cf. (6.53)]

$$
\begin{equation*}
p=4 n \quad(n=1,2,3, \cdots) \tag{6.94}
\end{equation*}
$$

whereas, for $N=1.33$, we find deviations from (6.94) already for rather low values of $p$, as in Table I.

By employing assumptions similar to those made for the derivation of (6.50), we find

$$
\begin{equation*}
\tilde{f}_{\mathrm{res}}(\beta, 0)=\sum_{p} \tilde{f}_{p, \mathrm{res}}(\beta, 0) \approx-\frac{(-i)^{r} e^{i \pi / 3}}{\gamma a_{1}^{\prime 2}} \tilde{\Psi}(N, \beta) \tag{6.95}
\end{equation*}
$$

where
$\tilde{\Psi}(N, \beta) \approx \tilde{\Psi}(\tilde{x}, \delta)=\sum_{n=1}^{\infty} \exp (4 \operatorname{in} \delta) L_{4 n}^{(-1)}(-\tilde{x})$,
with

$$
\begin{equation*}
\tilde{x}=2 \tilde{\zeta} / M \quad\left(0 \leq \tilde{\zeta}<\theta_{t}\right) \tag{6.97}
\end{equation*}
$$

where $\tilde{\zeta}$ is an average value of $\tilde{\zeta}_{p}$, and $\delta$ is given by the same expression (6.60). In fact, (6.56) is replaced by

$$
\begin{equation*}
\tilde{\zeta}_{4 n}=n \tilde{\zeta}_{4}=2 n \zeta_{2} \tag{6.98}
\end{equation*}
$$

with $\zeta_{2}$ still given by (6.30).
It is readily seen, with the help of (C25), that (6.63)(6.64) are replaced by

$$
\begin{align*}
\tilde{\Psi}(\tilde{x}, \delta)= & \frac{1}{4}\left[\Phi(\tilde{x}, \delta)+\Phi\left(\tilde{x}, \delta+\frac{\pi}{2}\right)\right. \\
& \left.+\Phi(\tilde{x}, \delta+\pi)+\Phi\left(\tilde{x}, \delta+\frac{3 \pi}{2}\right)\right]-1 \\
= & \frac{1}{4} \exp \left(-\frac{\tilde{x}}{2}\right)\left\{\exp \left(\frac{i \tilde{x}}{2} \cot \frac{\delta}{2}\right)\right. \\
& +\exp \left(-\frac{i \tilde{x}}{2} \tan \frac{\delta}{2}\right) \\
& +\exp \left[\frac{i \tilde{x}}{2} \cot \left(\frac{\delta}{2}+\frac{\pi}{4}\right)\right] \\
& \left.+\exp \left[-\frac{i \tilde{x}}{2} \tan \left(\frac{\delta}{2}+\frac{\pi}{4}\right)\right]\right\}-1 . \tag{6.99}
\end{align*}
$$

Instead of (6.68), we now have

$$
\begin{equation*}
\tilde{\Psi}\left(\tilde{x}, \delta+\frac{\pi}{2}\right)=\tilde{\Psi}(\tilde{x}, \delta) \tag{6.100}
\end{equation*}
$$

Thus, $\tilde{f}_{\text {res }}(\beta, 0)$, and consequently also the ripple, given by

$$
\begin{equation*}
\sigma_{\mathrm{res}}=\frac{4 \pi a^{2}}{\beta} \operatorname{Im} \tilde{f_{\mathrm{res}}}(\beta, 0) \tag{6.101}
\end{equation*}
$$

have the same quasiperiodicity in $\beta$ as the intensity in the glory, with period given by (6.73)-(6.74).

For $N=1.33$, the behavior of the cross section within one period is again determined by deviations from (6.94) at relatively low $p$. The type of deviation and the conditions for constructive interference are similar to those found for the back-scattered intensity. This explains the parallelism found by Bryant and Cox [feature (g), Sec. 5A].

Strictly speaking, the above results cannot be applied to the range $1 \approx \beta \approx 20$ for which most data on the ripple are available, since they are based upon asymptotic approximations that break down for such low $\beta$. However, we can try to employ them for a qualitative understanding of the behavior of the ripple within this range.

According to (6.49) and (6.94), the dominant contribution to the ripple for low $\beta$ and $N=1.33$ should arise from $p=4$ (diffracted rays taking four shortcuts). It then follows from (6.91) and (6.101), again restricting ourselves to the contribution from the pole $\lambda_{1}$, that

$$
\begin{equation*}
\sigma_{\mathrm{res}} \sim A(\beta) \beta^{-\frac{2}{3}} \exp \left(-\tilde{\zeta}_{4} \operatorname{Im} \lambda_{1}\right) \sin (4 \operatorname{Re} \delta+\chi) \tag{6.102}
\end{equation*}
$$

where $A$ is an amplitude factor, $\delta$ is given by (6.60), and $\chi$ is a constant phase.

As a function of $\beta$, (6.102) shows a sinusoidal behavior with variable amplitude. This agrees with the calculated curves up to $\beta \sim 10 .{ }^{30}$ As $\beta$ increases, higher values of $p$ start to contribute [cf. (6.49)] and deviations from the sinusoidal pattern should appear. Since the damping of the surface waves is not very strong for low $\beta$, interference with the contributions from values of $p$ other than (6.94) and from poles other than $\lambda_{1}$ should also give rise to such deviations. This again agrees with the results of numerical calculations. ${ }^{30}$

The period of the oscillations, according to (6.102), is the same as that at $180^{\circ}$, given by (6.73). If we apply the approximation (6.74), neglecting the correction $\beta_{0}^{-\frac{2}{3}}$ in the denominator, we find

$$
\begin{equation*}
\Delta \beta \sim \frac{\pi}{4 M+\zeta_{2}} \tag{6.103}
\end{equation*}
$$

if the dominant contribution arises from $p=4$, as for
$N=1.33$. In general, for other values of $N,(6.103)$ must be replaced by

$$
\begin{equation*}
\Delta \beta \sim \frac{2 \pi}{2 M p+\tilde{\zeta}_{p}} \tag{6.104}
\end{equation*}
$$

where $p$ is the lowest term that contributes. These results should not be very accurate at low $\beta$, since they are based upon the high-frequency approximation (6.74).

The expression (6.104) for the period was derived by Van de Hulst (Ref. 7, p. 377) on the basis of a model in which only the lowest $p$ verifying (6.93) contributes. It was compared with the period observed in numerical calculations for $\beta \approx 20$ and several values of $N$, by Walstra. ${ }^{30}$ It was found that (6.104) is in very good agreement with the data, although it predicts values systematically in excess of the observed ones.

This is exactly what should be expected. In fact, (6.104) should be replaced by a more accurate expression, corresponding to (6.73), and we have

$$
\begin{equation*}
d \operatorname{Re} \lambda_{1} / d \beta>1 \tag{6.105}
\end{equation*}
$$

Physically, this corresponds to the fact that the phase velocity of the surface waves is slightly smaller than that in free space (they are delayed due to the curvature of the surface). This was not taken into account by Van de Hulst in his computation of the optical path difference.

No ripple is observed in the total cross section for $N<1,{ }^{30}$ and, indeed, none should be expected, as the diffracted rays cannot take any shortcuts through the sphere in this case (cf. Sec. 6F).

The present theory also leads us to predict that the ripple must be damped for an absorbing sphere (complex refractive index), and that the attenuation must increase with the absorption. This follows from the fact that each shortcut is then accompanied by absorption, i.e., $\operatorname{Im} \delta$ in (6.60) has an additional component due to absorption. This attenuation of the ripple has indeed been observed in numerical computations for complex $N .^{31}$

For sufficiently small $\beta$ ( $\beta \leqslant 4$ ), the peaks in the ripple may be attributed to resonances in successively higher partial waves. ${ }^{30}$ However, as $\beta$ increases, more than one partial wave may be near resonance, and we finally come to the surface-wave model of the ripple. As we have seen in connection with the glory (Sec. 6D), the two pictures actually merge together, each effect in one description corresponding to a collective effect produced by several terms in the other one.

[^15]

Fig. 13. The lowest-order residue-series contributions to the intensity at $\theta=90^{\circ}$.

Heretofore, we have restricted our discussion of higher-order surface-wave effects to the forward and backward directions. However, it is clear from (6.30) that similar ripple effects should also be observed in any other direction. For $\theta=90^{\circ}$, they have actually been found in Bryant and Cox's calculations, and the corresponding period is twice that found for $\theta=0^{\circ}$ and $180^{\circ}$ (Ref. 8, Fig. 2).

The reason for this is indicated in Fig. 13, which shows the lowest-order contributions at $90^{\circ}$ for $N=1.33$ : They correspond to $f_{1, \text { res }}^{+}$and $f_{3, \text { res }}^{-}$in (6.30). Instead of (6.53) and (6.94), the dominant contributions at $90^{\circ}$ arise from $p=2 n+1 \quad(n=0,1$, $2, \cdots)$, and the relative phase shift between successive contributions is $\frac{1}{2} \operatorname{Re} \delta$, where $\delta$ is still given by (6.60). Thus, the period is $2 \Delta \beta$, with $\Delta \beta$ given by (6.73). This completes the explanation of feature (g) for the glory (Sec. 5A).

We have seen that the amplitude of the ripple component relative to the remaining contributions to the scattering amplitude is at most of order $\beta^{-\frac{2}{3}}$ at $\theta=0^{\circ}[c f .(6.102)]$ and at most of order $\beta^{\frac{1}{3}}$ at $\theta=$ $180^{\circ}$ [cf. (6.77)], where the ripple is the dominant term (glory). In other directions, far away from forward and backward, it follows from (6.30) [cf. also I, (5.32) and I (5.45)] that the relative amplitude of the ripple is of order $\beta^{-\frac{1}{2}}$. [This is related to the focusing factor $\beta^{\frac{1}{2}}$ in (6.32).]
Thus, the relative amplitude of the ripple far away from the forward and backward directions is the geometric mean of the values found in these directions. This is in good agreement with the estimates made by Penndorf. ${ }^{10}$ From numerical calculations ranging up to $\beta \sim 400$, he found that the ripple is present in all directions (curves for $\theta=10^{\circ}, 20^{\circ}$, and $40^{\circ}$ are given),
with increasing relative amplitude as $\theta$ increases from $0^{\circ}$ to $180^{\circ}$, and he estimated the average amplitude as roughly 0.1 at $0^{\circ}, 5$ at $90^{\circ}$, and 500 at $180^{\circ}$.

We conclude, therefore, that the ripple is a very general phenomenon, that affects the intensity in any direction, but only becomes dominant near the backward direction, where it gives rise to the glory. It is a general manifestation of the resonance phenomena for diffracted rays discussed in Sec. 6D. A practical implication of this result for numerical calculations is that very closely spaced points in $\beta$ are required for an accurate interpolation for the intensity in any direction.

## F. Higher-Order Residue-Series Contributions to <br> $$
f(\beta, \pi) \text { for } N<1
$$

Finally, let us consider the residue-series contributions to $f(\beta, \theta)$ for $N<1$, e.g., at $\theta=\pi$. According to I, (5.8) and to (3.13), the contribution to $f_{p}(\beta, \pi)$ from the residue series at the poles $-\lambda_{n}^{\prime}$ is of the form

$$
\begin{align*}
f_{n, \text { res }}^{\prime}(\beta, \pi)= & -\frac{2 \pi i}{\beta} \sum_{m=0}^{\infty}(-1)^{m} \\
& \times \sum_{n} \text { residue }\left\{\lambda U\left(\rho e^{2 i \pi \lambda}\right)^{n-1}\right. \\
& \times \exp [i(2 m+1) \pi \lambda]\}_{-\lambda_{n} .} . \tag{6.106}
\end{align*}
$$

Taking into account (2.2) and restricting ourselves to $m=0$, this becomes

$$
\begin{equation*}
f_{p, \mathrm{res}}^{\prime}(\beta, \pi) \approx-\frac{2 \pi i}{\beta} \sum_{n} \operatorname{residue}\left(\lambda e^{-i \pi \lambda} U \rho^{p-1}\right)_{\lambda_{n}} \tag{6.107}
\end{equation*}
$$

Substituting $U$ and $\rho$ by their explicit expressions [cf. (3.20)], we find

$$
\begin{equation*}
f_{n, \mathrm{res}}^{\prime}(\beta, \pi) \approx(-1)^{p+1} i \frac{32}{\pi \beta^{3}} \sum_{n} r_{n, p}^{\prime} \tag{6.108}
\end{equation*}
$$

where

$$
\begin{gather*}
r_{n, p}^{\prime}=\text { residue }\left\{\frac{c_{p}^{\prime}(\lambda, \beta)}{[d(\lambda, \beta)]^{p+1}}\right\}_{\lambda_{n}^{\prime}},  \tag{6.109}\\
c_{p}^{\prime}(\lambda, \beta)=\frac{\lambda e^{-i \pi \lambda}\left[H_{\lambda}^{(1)}(\alpha)\right]^{p-1}}{\left[H_{\lambda}^{(1)}(\beta)\right]^{2}\left[H_{\lambda}^{(2)}(\alpha)\right]^{p+1}}([1 \beta]-N[1 \alpha])^{p-1} \tag{6.110}
\end{gather*}
$$

and $d(\lambda, \beta)$ is given by (3.19).
The evaluation of the dominant term in $r_{n, p}^{\prime}$ is performed in Appendix D. Substituting the result, given by (D18), in (6.108), we finally get

$$
\begin{align*}
f_{p, \mathrm{res}}^{\prime}(\beta, \pi) & \approx 4 i \pi \frac{N^{2}}{M^{\prime}} \\
\times & \exp \left(-2 i M^{\prime} \beta\right) \sum_{n} \frac{1}{p!}\left[\mathcal{D}_{n}(\pi-\theta)\right]^{p} \\
& \times \exp \left[-i \lambda_{n}^{\prime}\left(\pi-\theta_{t}\right)\right]\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] \tag{6.111}
\end{align*}
$$

where, as in I, (4.76) and I, (5.67),

$$
\begin{gather*}
\theta_{t}=2 \cos ^{-1} N  \tag{6.112}\\
\mathscr{D}_{n}=\frac{e^{-i \pi / 3}}{2 \pi a_{n}^{\prime 2} \gamma^{\prime}}, \quad \gamma^{\prime}=(2 / \alpha)^{\frac{1}{3}} \tag{6.113}
\end{gather*}
$$

In particular, for $p=1$, the result agrees with I, (5.64), and for $p=2$ it agrees with the analytic continuation of (3.33) (extended to $\theta=\pi$ ) to $N<1$. Actually, as is readily verified, (6.111) reduces to the residue series in $I$, (4.85), for $p=0$, so that it can be employed even in that case.

The physical interpretation of (6.111) is a generalization of that given in $\mathrm{I}, \mathrm{Sec}$. 5 E for $p=1$. It is illustrated in Fig. 14 for $p=3$. Since no shortcuts through the sphere are possible for $N<1$, the only possible "elementary interaction" of the surface waves at any point of the surface, as they travel along on the inner side, is a kind of "internal diffraction," described by the internal diffraction coefficient $\mathscr{D}_{n}$, each time they shed a ray to the outside region.

Since the shadow boundary $S_{1} S_{1}^{\prime}$ is the same for all terms in the Debye expansion, all surface waves describe the same total angle $\pi-\theta_{t}$ before emerging in the backward direction; in between, however, they can undergo any number of internal diffractions, and $f_{p, \text { res }}^{\prime}$ corresponds to a term with $p$ internal diffractions.

For instance, for $p=3$ (Fig. 14), the corresponding contribution is proportional to

$$
\begin{aligned}
& \mathfrak{D}_{n}^{3} \int_{0}^{\pi-\theta_{t}} d \varphi_{1} \int_{0}^{\pi-\boldsymbol{\theta}_{t}-\varphi_{1}} d \varphi_{2} \\
& \times \int_{0}^{\pi-\boldsymbol{\theta}_{t}-\varphi_{1}-\varphi_{2}} d \varphi_{3}=\mathfrak{D}_{n}^{3} \frac{\left(\pi-\theta_{t}\right)^{3}}{3!}
\end{aligned}
$$

and for the general case this gives rise to the factor $\left[\mathscr{D}_{n}\left(\pi-\theta_{t}\right)\right]^{p} / p!$ in (6.111). The physical interpreta-


Fig. 14. Physical interpretation of (6.111) for $p=3$. The only possible surface interaction of the diffracted rays as they travel along the surface on the inner side is "internal diffraction," described by the coefficient $\mathfrak{D}_{n}$, that can occur any number of times.
tion of the remaining factors has already been given in I, Sec. 4E.

Since (6.111) is valid also for $p=0$, the total (dominant) contribution to $f(\beta, \pi)$ from the residue series at the poles $\lambda_{n}^{\prime}$ is

$$
\begin{align*}
f_{\mathrm{res}}^{\prime}(\beta, \pi)= & \sum_{p=0}^{\infty} \dot{f}_{p, \mathrm{res}}^{\prime}(\beta, \pi) \\
\approx & 4 \pi i \frac{N^{2}}{M^{\prime}} \exp \left(-2 i M^{\prime} \beta\right) \\
& \times \sum_{n} \exp \left[-i \lambda_{n}^{\prime}\left(\pi-\theta_{t}\right)\right] \\
& \times \sum_{p=0}^{\infty} \frac{\left[\mathcal{D}_{n}\left(\pi-\theta_{t}\right)\right]^{p}}{p!}\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] \tag{6.114}
\end{align*}
$$

which can be rewritten as

$$
\begin{aligned}
f_{\mathrm{res}}^{\prime}(\beta, \pi) \approx & 4 \pi i \frac{N^{2}}{M^{\prime}} \exp \left(-2 i M^{\prime} \beta\right) \\
& \times \sum_{n} \exp \left[-i \hat{\Lambda}_{n}^{\prime \prime}\left(\pi-\theta_{t}\right)\right]\left[1+\mathcal{O}\left(\gamma^{2}\right)\right]
\end{aligned}
$$

where

$$
\begin{equation*}
\lambda_{n}^{\prime \prime}=\lambda_{n}^{\prime}+i \mathcal{D}_{n} \tag{6.116}
\end{equation*}
$$

Thus, the total (dominant) effect of all residueseries contributions is equivalent to that from $p=0$ [cf. I, (4.85)], but now evaluated with poles at shifted positions, given by (6.116). We can also say that the effect of higher-order contributions is to "renormalize" the phase velocities and damping constants of the surface waves.

In the approximation I, (3.35), for the poles,

$$
\begin{equation*}
\lambda_{n}^{\prime} \approx \alpha+e^{-i \pi / 3} \frac{x_{n}}{\gamma^{\prime}}+i \frac{N}{M^{\prime}}, \tag{6.117}
\end{equation*}
$$

the pole shift (6.116) corresponds to the replacement [cf. (6.113)]

$$
\begin{equation*}
x_{n} \rightarrow x_{n}+\left(i / 2 \pi a_{n}^{\prime 2}\right) . \tag{6.118}
\end{equation*}
$$

For large $n$, the correction term in (6.118) is $\mathcal{O}\left(n^{-1}\right)$ [ N , (D8)], but it has an appreciable effect for the lowest values of $n$, which are responsible for the dominant contribution.
In conclusion, we see that the behavior of the scattering amplitude for $N<1$ is simpler in several respects than that for $N>1$. The surface waves excited by the critically incident ray have the same shadow boundary for all terms in the Debye expansion, and they cannot make any shortcuts through the sphere. Their resultant effect, at least for the dominant term, can easily be summed (without the simplifying assumptions employed for $N>1$ ), and leads simply to a renormalization of the propagation constants. There are no resonance effects, and, consequently, no ripple: the intensity in any direction, as well as the total cross section, have a much smoother behavior than for $N>1$. In the quantum-mechanical inter-


Fig. 15. Basic formulas applicable in each region for the first term $f_{0}(\beta, \theta)$ of the Debye expansion: (a) for $N>1$; (b) for $N<1$. All equation numbers refer to Paper I.


Fig. 16. Basic formulas applicable in each region for the second term $f_{1}(\beta, \theta)$ of the Debye expansion: (a) for $N>1$; (b) for $N<1$ All equation numbers refer to Paper I.
pretation we can say that a repulsive interaction leads to a simpler structure than an attractive one.
On the other hand, as remarked at the end of I, Sec. 5 E , the structure of the transition region around the shadow boundary $\theta=\theta_{t}$ is quite complicated, because contributions from all terms in the Debye expansion must be taken into account.

## 7. CONCLUSION

The main conclusion that may be drawn from the present work is that the modified Watson transformation enables us to extract from the partial-wave expansion the complete asymptotic behavior of the scattering amplitude in any direction in the highfrequency domain I, (1.1). This is the purpose for which the Watson transformation was originally introduced.
To facilitate practical application of the results, it is convenient to list the basic formulas that should be applied within each angular region, for each term of the Debye expansion treated in Papers I and II. This is done in Figs. 15 to 17, which provide a graphical summary of the main results. The equations listed in Figs. 15 and 16 refer to Paper I; those in Fig. 17 to


Fig. 17. Basic formulas applicable in each region: (a) for the third term $f_{2}(\beta, \theta)$ of the Debye expansion, for $1<N<\sqrt{2}$; (b) for the effect of higher-order residue-series contributions. All equation numbers refer to Paper II.

Paper II. The angular width of the transition regions is greatly exaggerated in these figures. Only the main formulas are listed, without including the simplified versions given in the text for special ranges of values of the parameters within each region. The total scattering amplitude in any direction is obtained by summing the corresponding contributions from the first three terms of the Debye expansion and taking into account higher-order correction terms.

The subdivision into angular regions for each term of the Debye expansion corresponds to that predicted by geometrical optics for the associated class of rays, together with transition regions.

In lit regions, the dominant term is usually (not always!) given by the geometrical-optic contribution. Although these contributions were known, their precise domain of validity had not been established. The first correction term, representing the secondorder WKB approximation, has been evaluated in each case; the first neglected term is $\mathfrak{O}\left(\beta^{-2}\right)$.

In shadow regions, the behavior is usually dominated by surface-wave contributions. The most convenient language for the description and physical interpretation of the results is provided by the geometrical theory of diffraction, although it must be used with due care.

For $N>1$, the surface waves are excited by tangentially incident rays, just like those found for an impenetrable sphere. However, penetration into the sphere leads to several new effects. The diffracted rays can have two types of elementary interactions at the surface, as illustrated in Fig. 11. The combination of these two types leads to a series of diagrams characterized by the number of interactions or, equivalently, by the number of shortcuts taken through the sphere.

For $N<1$, we have found a new class of surface waves excited by critically incident rays. They are related to Schmidt head waves, but their sense of propagation disagrees with that predicted by the geometrical theory of diffraction. The physical requirement is that surface waves always propagate from the shadow boundary into the shadow. The formulation of the geometrical theory of diffraction should be modified to take this requirement into account. It implies that the local behavior of a ray at the surface is determined not only by the tangent plane, but also by the distinction between shadow and lit sides.
Some of the most interesting phenomena appear in the transition regions. We have found essentially four different types of transition regions: (a) normal (Fock-type) transitions; (b) the region around the shadow boundary for $N<1$; (c) the rainbow; (d) the glory.
Transition regions of type (a) are similar to those found for an impenetrable sphere. Their angular width is usually of order $\gamma$. The amplitude within these regions can be described in terms of generalized Fock functions. They include the region around the forward diffraction peak (I, Sec. 4D).
The transition region (b) has a more complicated structure, because it is a common transition region for all terms in the Debye expansion, and the transition is of a different nature for different terms (I, Secs. 4 E and 5 E ).
The rainbow (c) is associated with the transformation of a pair of real rays into complex rays. The Chester-Friedman-Ursell method allows us to treat this situation. It leads to a uniform asymptotic expansion, which contains the Airy theory as a particular case, but represents a considerable extension beyond the domain of validity of this theory.
The glory (d) represents an impressive example of "Regge-pole dominance" of the scattering amplitude in near-backward directions. Van de Hulst's conjecture that the glory is due to surface waves is confirmed, although his model, corresponding to two shortcuts, must be supplemented by taking into account higher-order surface-wave contributions.

The present theory enables us to explain all the features of the glory listed in Sec. 5A, except, of course, the polarization. These features arise from a competition between four different effects: (1) the exponential damping of the surface waves as they travel along the surface of the sphere; (2) the focusing of diffracted rays along the axis, which enhances the back-scattered contribution; (3) the high internal reflectivity of diffracted rays at the surface, implying that a large number of internal reflections must be taken into account (At the same time, the deviation of the reflection coefficient from unity eventually leads to exponential damping of the surface-wave contributions.); (4) The resonance effects associated with nearly-closed circuits after four successive shortcuts (Fig. 12).
Although an accurate evaluation of the higherorder residue-series contributions would require techniques similar to those discussed in Sec. 5D, we have been able to estimate their resultant effect and to discuss its qualitative behavior, with the help of several simplifying assumptions. The technique is essentially equivalent to finding a generating function for an infinite class of diagrams and then employing it for their summation.
The resonance effects found for the diffracted rays lead to rapid quasiperiodic intensity fluctuations, which are present in all directions, but only become dominant near the backward direction, where they lead to the large intensity variations that appear in the glory. The ripple in the total cross section is a manifestation of the same effect, with greatly reduced amplitude. The relative amplitude of the surface-wave contributions also decreases as $\beta$ increases (due to the exponential damping), and eventually, for large enough $\beta$, geometrical-optic terms again become dominant.
We have also established a link between diffractedray resonances and collective effects due to resonances in individual partial waves contained in the edge domain. This corresponds to the relation between the Debye expansion and the physical interpretation of Regge poles given in I, Sec. 2. In both descriptions, a large number of terms have to be taken into account. In fact, interference between many contributions is clearly required to explain the complicated structure of the curves for the back-scattered intensity obtained by Bryant and Cox. ${ }^{8}$ However, the surface-wave picture is physically more appealing and it leads naturally to an explanation of all observed effects.
From the mathematical point of view, several problems have received only cursory treatment (if any) in the present work: (a) We have given only a heuristic discussion of the convergence of the Debye
expansion for the residue-series contributions (Sec. 6D). It would be desirable to show that a more accurate evaluation of the residues leads to the same result. (b) The detailed shape of steepest-descent contours far away from the saddle points has not been discussed. (c) A more careful derivation of the residue-series contributions, by taking a sequence of contours passing between the poles, is required. ${ }^{32}$

From the point of view of numerical computation, an extensive program should be carried out for a detailed comparison between the present results and those obtained by numerical summation of the partialwave expansion. The ripple effects require close spacing between calculated points for accurate interpolation. The knowledge of the behavior of the solution provided by the present results should be of considerable help for performing the interpolation. The irregular fluctuations due to the ripple may also be washed out by suitable averaging. If only average results are required, as is the case in many applications, the present approximations may already be adequate. A more ambitious program would be to substitute tables of partial waves or scattered intensities by tables of coefficients of WKB-expansion and residue-series contributions.

Finally, from the physical point of view, several applications and extensions of the present work can be envisaged:
(i) For the third term of the Debye expansion, only the range $1<N<\sqrt{2}$ has been treated. Several interesting effects appear in other ranges, particularly in the neighborhood of transition points between different ranges (Fig. 3). For instance, one can have a confluence of saddle points near $\theta=\pi$, leading to a mixture of rainbow and glory effects. The neighborhood of these transition points should be investigated both theoretically and experimentally.
In the range $\sqrt{2}<N<2$, where the neighborhood of the backward direction is a 3 -ray region (Fig. 3), anomalously large back-scattering (e.g., from ice spheres) has already been found ${ }^{33}$ and discussed by means of surface waves. ${ }^{34}$ In this context, backscattered rays corresponding to noncentral incident rays are sometimes called "glory rays," but this phenomenon is clearly quite different from that discussed in the present work, although the one discussed here can be regarded as a virtual continuation of the other one.

[^16](ii) In Van de Hulst's chart of the $N-\beta$ domain (Ref. 7, Fig. 20, p. 132), we have treated the right-hand side of the square, excluding a neighborhood of the corners. It would be of interest to discuss also the transition to neighboring regions, such as the anom-alous-diffraction and Rayleigh-Gans regions (where $N$ is so close to 1 that the positions of the poles are strongly affected), and the region $N \gg 1$ (where the Debye expansion converges more slowly, but direct reflection is dominant). The relation with the resonance region has already appeared in the discussion of surface-wave resonances and the transition to low values of $\beta$ (Sec. 6E).
(iii) Only the scattering amplitude has been treated. The behavior of the wavefunction in the near region should also be discussed, along similar lines to the discussion given in N for an impenetrable sphere. In particular, this would allow us to determine the behavior within the sphere, which is of interest near resonance. Instead of plane-wave scattering, one can also investigate Green's function. This may provide a useful model for focusing effects in the presence of a point source.
(iv) The extension to a complex refractive index, to represent an absorptive sphere, should not be difficult. Actually, the convergence of the Debye expansion would be improved in this case, in view of the increased damping due to absorption. The propagation of radio waves around the earth is an example. ${ }^{35}$
(v) The extension to complex $N$ would be of particular interest for applications to nuclear physics, in connection with the optical model. Applications to atomic physics, including rainbow effects, have already been discussed. ${ }^{36}$ The application to giant resonances in neutron scattering ${ }^{29}$ has already been mentioned (Sec. 6E).

Although the nuclear surface does not seem to be very sharp, some evidence for nuclear glory scattering has been given by Bryant and Jarmie. ${ }^{37}$ They have obtained a good fit to near-backward alpha-scattering from spinless nuclei at energies between 18 and 50 MeV with an angular distribution of the type (5.20), where $a$ is the nuclear radius. As discussed in Sec. 5 C , this indicates that high partial waves, with impact parameters close to the nuclear surface, play an important role. However, a model for the excitations near the nuclear surface that might be involved has not been given.

[^17](vi) The treatment should be extended to bodies of different shapes, and the effect of the geometry on the propagation of surface waves should be discussed. Extension to inhomogeneous bodies should also be considered. In quantum mechanics, this corresponds to a discussion of the classical limit of quantum scattering for more general potentials.
(vii) Finally, in order to account for polarization effects, the scattering of an electromagnetic field should be considered. As will be shown in a forthcoming paper, ${ }^{11}$ the present treatment can readily be extended to the electromagnetic case, allowing us to discuss the scattering of light by a transparent sphere.
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## APPENDIX A: DETERMINATION OF THE SADDLE POINTS FOR $1<N<\sqrt{2}$

According to (2.47) and (2.20), the saddle points of (2.43) are given by (2.48), where

$$
\begin{equation*}
2 \theta_{2}-\theta_{1}=(\pi-\theta) / 2, \quad \sin \theta_{1}=N \sin \theta_{2} \tag{A1}
\end{equation*}
$$

It follows from (A1) that

$$
\begin{align*}
& \cos \frac{\theta}{2}=\frac{2 \sin \theta_{1}}{N^{2}}\left\{\left[\left(1-\sin ^{2} \theta_{1}\right)\left(N^{2}-\sin ^{2} \theta_{1}\right)\right]^{\frac{1}{2}}\right. \\
&\left.-\frac{N^{2}}{2}+\sin ^{2} \theta_{1}\right\}, \tag{A2}
\end{align*}
$$

where the positive square root is taken, because, for the real saddle points, we must have $0 \leq \theta_{1} \leq \pi / 2$, $0 \leq \theta_{2} \leq \pi / 2$.
Introducing

$$
\begin{equation*}
z=\sin 0_{1}=\bar{\lambda} / \beta, \quad d=2 \cos (\theta / 2), \quad m=N^{2} / 4, \tag{A3}
\end{equation*}
$$

we find that (A2) becomes
$z\left\{\left[\left(1-z^{2}\right)\left(4 m-z^{2}\right)^{\frac{1}{2}}+z^{2}-2 m\right\}-m d=0\right.$.
Transposing the square root to the other side and squaring, we find

$$
\begin{align*}
z^{4}-2 m d z^{3}-4 m(1-m) z^{2}+4 & m^{2} d z \\
& +m^{2} d^{2}=0 \tag{A5}
\end{align*}
$$

The roots of this fourth-degree equation include, in addition to those of (A4), spurious roots, which verify (A4) with opposite sign for the square root.

The standard procedure for solving an algebraic equation of the fourth degree ${ }^{38}$ is to reduce it to a pair of quadratic equations, the coefficients of which are obtained by solving an auxiliary third-degree equation, the resolvent equation. One must first choose the appropriate root of the resolvent; in the present range of values for $N$, where at least two of the roots are spurious [cf. Fig. 3(b)], one must also choose the appropriate quadratic equation, such that its roots verify (A4).

This can be done by identifying first a particular solution, corresponding to specific value of $d$ (i.e., $\theta$ ), and then following it by continuity as $d$ changes. $\mathbf{A}$ suitable choice for $\theta$ is the rainbow angle $\theta_{R}$; according to (2.35)-(2.36), we must then have

$$
\begin{equation*}
d=d_{R}=\frac{4}{m}\left(\frac{1-m}{3}\right)^{\frac{3}{2}} \Rightarrow z=z_{R}=2\left(\frac{1-m}{3}\right)^{\frac{3}{2}} \tag{A6}
\end{equation*}
$$

and this must be a double root [cf. Fig. 3(b)].
Applying the procedure indicated above, we find that the correct roots are given by

$$
\begin{equation*}
z^{\prime}=b+\left(b^{2}-c\right)^{\frac{1}{2}}, \quad z^{\prime \prime}=b-\left(b^{2}-c\right)^{\frac{2}{2}} \tag{A7}
\end{equation*}
$$

where

$$
\begin{align*}
& b=\frac{1}{2}(m d+e),  \tag{A8}\\
& c=\frac{1}{2}\left[u+\frac{m d}{e}(u+4 m)\right]  \tag{A9}\\
& e=\left[u+4 m(1-m)+m^{2} d^{2}\right]^{\frac{1}{2}} \\
& \quad(\text { positive square root }), \tag{A10}
\end{align*}
$$

and $u$, the solution of the cubic resolvent equation, is given by

$$
\begin{gather*}
u=s_{1}+s_{2}-\frac{4}{3} m(1-m)  \tag{A11}\\
s_{1,2}=\left[r \pm(\Delta)^{\frac{1}{2}}\right]^{\frac{1}{s}} \tag{A12}
\end{gather*}
$$

where

$$
\begin{align*}
r=\frac{4}{3} m^{3}\{ & -\frac{18}{8}(1-m)^{3} \\
& \left.+4\left[(1-m)^{2}+\frac{3}{2} m\right] d^{2}+\frac{3}{2} m d^{4}\right\} \tag{A13}
\end{align*}
$$

and $\Delta$ is the discriminant, given by

$$
\begin{align*}
\Delta= & \frac{64}{27} m^{6} d^{2}\left\{-16(1-m)^{3}+\left[8(1-m)^{3}+27 m^{2}\right] d^{2}\right. \\
& \left.-\frac{1}{2}\left[2(1-m)^{3}+27 m^{2}\right] d^{4}+\frac{27}{16} m^{2} d^{6}\right\} . \quad(\mathrm{A} 14) \tag{A14}
\end{align*}
$$

The condition for a double root is $\Delta=0$. This indeed happens for $d=d_{R}$, leading to the solution (A6). For $d<d_{R}$, i.e., $\theta<\theta_{R}$, corresponding to the

[^18]0 -ray region in Fig. $3(\mathrm{~b})$, we have $\Delta>0$, and the positive cube root is to be taken in (A12). In this region, (A7) gives a pair of complex-conjugate solutions which leave the real axis at right angles (cf. Fig. 4).

For $d<d_{R}$, i.e., $\theta>\theta_{R}$, we have $\Delta<0$ and (A12) becomes

$$
\begin{equation*}
s_{1,2}=\left[r \pm i(|\Delta|)^{\frac{1}{2}}\right]^{\frac{1}{3}}=p^{\frac{1}{3}} \exp ( \pm i \phi / 3) \tag{A15}
\end{equation*}
$$

where the phase $\phi$ must be so chosen that

$$
\begin{equation*}
0<\phi<\pi \tag{A16}
\end{equation*}
$$

and $\phi$ increases as $d$ decreases. The roots $z^{\prime}, z^{\prime \prime}$ are now real and they move away from the point $z_{R}$, in opposite directions, as $d$ decreases. The smaller root $z^{\prime \prime}$ tends to the origin as $d \rightarrow 0(\theta \rightarrow \pi)$. The larger root $z^{\prime}$ tends first to the point $z=1\left(\theta_{1}=\pi / 2\right)$, which is reached for $\theta=\theta_{L}$, the 1 -ray/2-ray shadow boundary given by ( 2.30 ), corresponding to

$$
\begin{equation*}
d=d_{L}=m^{-1}-2 \tag{A17}
\end{equation*}
$$

Thus, in the domain $d_{L}<d<d_{R}$, we have two real roots, corresponding to the 2 -ray region in Fig. 3(b).

As $d$ decreases from $d_{L}$ to 0 , the larger root $z^{\prime}$ decreases from 1 to $2[m(1-m)]^{\frac{1}{2}}$. However, it is now a spurious root, verifying (A4) with opposite sign for the square root. Thus, only the smaller root $z^{\prime \prime}$ is acceptable. This corresponds to the 1 -ray region in Fig. 3(b).

To determine the behavior of the roots in the neighborhood of $\theta=\theta_{R}$, it is simpler to go back to (Al) and to expand $\theta$ in a Taylor series around $\theta_{1}=\theta_{1 R}$, making use of (2.34)-(2.36), as well as of the relation

$$
\begin{equation*}
d \theta_{2} / d \theta_{1}=\cos \theta_{1} /\left(N \cos \theta_{2}\right) \tag{A18}
\end{equation*}
$$

This leads to

$$
\begin{align*}
\epsilon= & \frac{3 s}{4 c} \delta^{2}+\frac{\left(3+c^{2}\right)}{16 c^{2}} \delta^{3} \\
& +\frac{s\left(17 c^{2}+3\right)}{256 c^{3}} \delta^{4}+\frac{\left(25 c^{4}+6 c^{2}-15\right)}{1024 c^{4}} \delta^{5} \\
& +\frac{s\left(721 c^{4}-1770 c^{2}-855\right)}{122880} \delta^{6}+\mathfrak{O}\left(\delta^{7}\right) \tag{A19}
\end{align*}
$$

where

$$
\begin{equation*}
\epsilon=0-\theta_{R}, \quad \delta=0_{1}-\theta_{1 R} \tag{A20}
\end{equation*}
$$

and $s$ and $c$ are given by (2.35).
Inverting (A19), we find the two solutions

$$
\begin{align*}
\left(\begin{array}{l}
\delta^{\prime} \\
\delta^{\prime \prime}
\end{array}\right\}= & \pm p \epsilon^{\frac{1}{2}}-q \epsilon \pm \frac{1}{2 p}\left[5 q^{2}-\frac{\left(17 c^{2}+3\right)}{108 s^{2}}\right] \epsilon^{\frac{3}{2}} \\
& -\left[8 \frac{q^{3}}{p^{2}}+\frac{\left(c^{4}-6 c^{2}+3\right)}{108 s^{3} c}\right] \epsilon^{2}+\mathcal{O}\left(\epsilon^{\frac{5}{2}}\right) \tag{A21}
\end{align*}
$$

where

$$
\begin{equation*}
p=\left(\frac{4 c}{3 s}\right)^{\frac{1}{2}}, \quad q=\frac{3+c^{2}}{18 s^{2}} \tag{A22}
\end{equation*}
$$

The corresponding roots $z^{\prime}, z^{\prime \prime}$, according to (A3) and (A20), are

$$
\begin{align*}
\left\{\begin{array}{l}
z^{\prime} \\
z^{\prime \prime}
\end{array}\right\}= & s \pm c p \epsilon^{\frac{1}{2}}-\left(c q+\frac{s}{2} p^{2}\right) \epsilon \\
& \pm\left[\frac{5}{2} c \frac{q^{2}}{p}-\frac{c\left(17 c^{2}+3\right)}{216 s^{2} p}\right. \\
& \left.+s p q-\frac{c}{6} p^{3}\right] \epsilon^{\frac{3}{2}}+\mathcal{O}\left(\epsilon^{2}\right) \tag{A23}
\end{align*}
$$

where upper signs correspond to $z^{\prime}$ and lower ones to $z^{\prime \prime}$.

For $\epsilon>0$, (A23) gives the two real saddle points around the rainbow angle. For $\epsilon<0$, we must substitute

$$
\begin{equation*}
\epsilon^{\frac{1}{2}} \rightarrow-i|\epsilon|^{\frac{1}{2}}=-i\left(\theta_{R}-\theta\right)^{\frac{1}{2}} \quad\left(\theta<\theta_{R}\right) \tag{A24}
\end{equation*}
$$

and (A23) then gives the two complex-conjugate saddle points shown in Fig. 4, where we have arbitrarily associated the root $z^{\prime}$ with the lower saddle point and $z^{\prime \prime}$ with the upper one.

The corresponding values of $\cos \theta_{1}$ and $N \cos \theta_{2}$ are

$$
\begin{align*}
\left\{\begin{array}{c}
\cos \theta_{1}^{\prime} \\
\cos \theta_{1}^{\prime \prime}
\end{array}\right\}= & c \mp s p \epsilon^{\frac{1}{2}}+\left(s q-\frac{c}{2} p^{2}\right) \epsilon \\
& \mp\left\{\frac{s}{2 p}\left[5 q^{2}-\frac{\left(17 c^{2}+3\right)}{108 s^{2}}\right]\right. \\
& \left.-c p q-\frac{s}{6} p^{3}\right\} \epsilon^{\frac{3}{2}}+\mathcal{O}\left(\epsilon^{2}\right), \tag{A25}
\end{align*}
$$

$$
\begin{align*}
\left\{\begin{array}{l}
N \cos \theta_{2}^{\prime} \\
N \cos \theta_{2}^{\prime \prime}
\end{array}\right\}= & 2 c \mp \frac{s p}{2} \epsilon^{\frac{1}{2}}+\left[\frac{s q}{2}+\frac{p^{2}}{16 c}\left(3-7 c^{2}\right)\right] \epsilon \\
& \mp\left\{\frac{s}{4 p}\left[5 q^{2}-\frac{\left(17 c^{2}+3\right)}{108 s^{2}}\right]+\frac{p q}{8 c}\left(3-7 c^{2}\right)\right. \\
& \left.-\frac{s p^{3}}{192 c^{3}}\left(43 c^{2}+9\right)\right\} \epsilon^{\frac{3}{2}}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{A26}
\end{align*}
$$

The expansion of $N \cos \theta_{2}-\frac{1}{2} \cos \theta_{1}$ will also be required. It is given by

$$
\begin{align*}
& \left\{\begin{array}{l}
N \cos \theta_{2}^{\prime}-\frac{1}{2} \cos \theta_{1}^{\prime} \\
N \cos \theta_{2}^{\prime \prime}-\frac{1}{2} \cos \theta_{1}^{\prime \prime}
\end{array}\right\} \\
& =\frac{3 c}{2}+\frac{s}{4} \epsilon \pm \frac{c p}{6} \epsilon^{\frac{3}{2}}+\frac{c\left(11 c^{2}-15\right)}{144 s^{2}} \epsilon^{2} \pm \frac{p}{34560 c^{2} s^{3}} \\
& \quad \times\left(875 c^{6}-1257 c^{4}+657 c^{2}+45\right) \epsilon^{\frac{3}{2}}+\mathfrak{O}\left(\epsilon^{3}\right) \tag{A27}
\end{align*}
$$

## APPENDIX B: THE METHOD OF CHESTER, FRIEDMAN, AND URSELL

Let us consider the integral

$$
\begin{equation*}
F(\kappa, \epsilon)=\int g(w) \exp [\kappa f(w, \epsilon)] d w \tag{B1}
\end{equation*}
$$

where $\kappa$ is a large positive parameter and $g$ and $f$ are sufficiently regular functions of their arguments (cf. Refs. 3, 4).

We assume that, for some range of values of the parameter $\epsilon$, the integrand has two saddle points, $w^{\prime}(\epsilon)$ and $w^{\prime \prime}(\epsilon)$, and that, for some value of $\epsilon$, e.g., $\epsilon=0$, the two saddle points coincide. For fixed $\epsilon \neq 0$, the ordinary method of steepest descents may be applied, provided that $\kappa$ is sufficiently large, $\kappa>\kappa_{0}(\epsilon)$. However, $\kappa_{0}(\epsilon) \rightarrow \infty$ as $\epsilon \rightarrow 0$, so that the corresponding asymptotic expansions are not uniform. In order to obtain a uniform asymptotic expansion in a region containing $\epsilon=0$, the following procedure is applied.

A new variable $\mu$ is introduced by

$$
\begin{equation*}
f(w, \epsilon)=\frac{1}{3} \mu^{3}-\zeta(\epsilon) \mu+A(\epsilon) . \tag{B2}
\end{equation*}
$$

The two saddle points $w^{\prime}, w^{\prime \prime}$ must correspond, respectively, to $\pm \zeta^{\frac{1}{2}}$, i.e.,
$w=w^{\prime} \rightarrow \mu=-\zeta^{\frac{1}{2}}(\epsilon) ; \quad w=w^{\prime \prime} \rightarrow \mu=\zeta^{\frac{1}{2}}(\epsilon)$.
This allows us to determine $\zeta(\epsilon)$ and $A(\epsilon)$, by solving the equations

$$
\begin{align*}
& f\left(w^{\prime}, \epsilon\right)=\frac{2}{3} \zeta^{\frac{3}{2}}(\epsilon)+A(\epsilon) \\
& f\left(w^{\prime \prime}, \epsilon\right)=-\frac{2}{3} \zeta^{\frac{3}{2}}(\epsilon)+A(\epsilon) \tag{B4}
\end{align*}
$$

The transformation $w \leftrightarrow \mu$ has one branch that is uniformly regular and one-to-one near $\mu=0$. This branch is characterized by the fact that (B3) holds on it. On this branch, for small $\mu$ and $\epsilon$, we can expand

$$
\begin{align*}
& G(w, \epsilon)=g(w) \frac{d w}{d \mu}=\sum_{m} p_{m}(\epsilon)\left(\mu^{2}-\zeta\right)^{m} \\
&+\sum_{m} q_{m}(\epsilon) \mu\left(\mu^{2}-\zeta\right)^{m} \tag{B5}
\end{align*}
$$

where the coefficients $p_{m}(\epsilon), q_{m}(\epsilon)$ can be determined by repeatedly differentiating (B5) and setting $w=w^{\prime}$, $\mu=-\zeta^{\frac{1}{2}}$ and $w=w^{\prime \prime}, \mu=\zeta^{\frac{1}{2}}$.

It follows that

$$
\begin{align*}
F(\kappa, \epsilon) \approx 2 \pi i \exp [\kappa A(\epsilon)]
\end{align*}\left\{\sum_{m} p_{m}(\epsilon) F_{m}(\zeta, \kappa, C), ~+\sum_{m} q_{m}(\epsilon) G_{m}(\zeta, \kappa, C)\right\},
$$

where

$$
\begin{align*}
& F_{m}(\zeta, \kappa, C)=\frac{1}{2 \pi i} \int_{C}\left(\mu^{2}-\zeta\right)^{m} \exp \left[\kappa\left(\frac{1}{3} \mu^{3}-\zeta \mu\right)\right] d \mu, \\
& G_{m}(\zeta, \kappa, C)=\frac{1}{2 \pi i} \int_{C} \mu\left(\mu^{2}-\zeta\right)^{m} \exp \left[\kappa\left(\frac{1}{3} \mu^{3}-\zeta \mu\right)\right] d \mu, \tag{B7}
\end{align*}
$$

and $C$ is the transformed contour of integration, where the limits of integration are formally extended to infinity.
The functions $F_{m}$ and $G_{m}$ can be expressed in terms of the Airy function and its derivative. In particular, if $C$ is the contour $C_{1}$ defined by

$$
\begin{equation*}
\int_{C_{1}}=\int_{e^{-i \pi / 3} e_{\infty}}^{e^{i \pi / 3}} \tag{B9}
\end{equation*}
$$

we have

$$
\begin{align*}
& F_{0}\left(\zeta, \kappa, C_{1}\right)=\kappa^{-\frac{1}{3}} \mathrm{Ai}\left(\kappa^{\frac{2}{3} \zeta} \zeta\right) \\
& G_{0}\left(\zeta, \kappa, C_{1}\right)=-\kappa^{-\frac{2}{3}} \mathrm{Ai}^{\prime}\left(\kappa^{\frac{2}{3} \zeta}\right),  \tag{B10}\\
& F_{1}\left(\zeta, \kappa, C_{1}\right)=0, \\
& G_{1}\left(\zeta, \kappa, C_{1}\right)=-\kappa^{-\frac{3}{3}} \mathrm{Ai}\left(\kappa^{\frac{2}{3} \zeta}\right),
\end{align*}
$$

and higher-order functions are determined by the recurrence relations

$$
\begin{align*}
F_{m}\left(\zeta, \kappa, C_{1}\right)= & -\frac{2}{\kappa}(m-1) G_{m-2}\left(\zeta, \kappa, C_{1}\right), \\
G_{m}\left(\zeta, \kappa, C_{1}\right)=- & \frac{1}{\kappa}\left[(2 m-1) F_{m-1}\left(\zeta, \kappa, C_{1}\right)\right. \\
& \left.+2(m-1) \zeta F_{m-2}\left(\zeta, \kappa, C_{1}\right)\right] . \tag{B11}
\end{align*}
$$

Substituting these results in (B6), we are led to an asymptotic expansion of the type

$$
\begin{align*}
F(\kappa, \epsilon)= & \exp [\kappa A(\epsilon)] \\
& \times\left\{\frac{\operatorname{Ai}\left(\kappa^{\frac{2}{3}} \zeta\right.}{\kappa^{\frac{1}{3}}}\left[\sum_{s=0}^{M} \frac{a_{s}(\epsilon)}{\kappa^{s}}+\mathcal{O}\left(\frac{1}{\kappa^{M+1}}\right)\right]\right. \\
& \left.+\frac{\mathrm{Ai}^{\prime}\left(\kappa^{\frac{2}{3}} \zeta\right)}{\kappa^{\frac{2}{3}}}\left[\sum_{s=0}^{M} \frac{b_{s}(\epsilon)}{\kappa^{s}}+\mathcal{O}\left(\frac{1}{\kappa^{M+1}}\right)\right]\right\}, \tag{B12}
\end{align*}
$$

where the coefficient functions $a_{s}(\epsilon)$ and $b_{s}(\epsilon)$ are regular for small $\epsilon$ and the error terms are uniform in $\epsilon$ for small $\epsilon$. Thus, (B12) is valid in a region $|\epsilon| \leq R_{\epsilon}$, independently of $\kappa$.
If appropriate regularity conditions are satisfied, ${ }^{4}$ the domain of validity of the uniform asymptotic expansion (B12) can be extended to a larger region by matching it with the steepest-descent expansion, with which it has a common domain of validity.
For this purpose, one makes use of the asymptotic expansions of the Airy function and its derivative ${ }^{39}$ :

$$
\left.\begin{array}{rl}
\mathrm{Ai}(z) \approx \frac{z^{-\frac{1}{2}}}{2(\pi)^{\frac{1}{2}}} \exp (-\eta)[ & \left.1-\frac{5}{72 \eta}+\mathcal{O}\left(\eta^{-2}\right)\right] \\
(|\arg z|<\pi), & (\mathrm{B} 13)
\end{array}\right] \begin{gathered}
\mathrm{Ai}^{\prime}(z) \approx-\frac{z^{\frac{1}{4}}}{2(\pi)^{\frac{1}{2}}} \exp (-\eta)\left[1-\frac{7}{72 \eta}+\mathcal{O}\left(\eta^{-2}\right)\right] \\
(|\arg z|<\pi), \quad(\mathrm{B} 14)
\end{gathered}
$$

[^19]\[

$$
\begin{align*}
& \mathrm{Ai}(-z) \approx \frac{z^{-\frac{1}{2}}}{(\pi)^{\frac{1}{2}}}\left\{\left[1+\mathcal{O}\left(\eta^{-2}\right)\right] \sin \left(\eta+\frac{\pi}{4}\right)\right. \\
&-\left.\frac{5}{72 \eta}\left[1+\mathcal{O}\left(\eta^{-2}\right)\right] \cos \left(\eta+\frac{\pi}{4}\right)\right\} \\
&\left(|\arg z|<\frac{2}{3} \pi\right), \tag{B15}
\end{align*}
$$
\]

$$
\begin{array}{r}
\mathrm{Ai}^{\prime}(-z) \approx-\frac{z^{\frac{1}{2}}}{(\pi)^{\frac{1}{2}}}\left\{\left[1+\mathcal{O}\left(\eta^{-2}\right)\right] \cos \left(\eta+\frac{\pi}{4}\right)\right. \\
\left.-\frac{7}{72 \eta}\left[1+\mathcal{O}\left(\eta^{-2}\right)\right] \sin \left(\eta+\frac{\pi}{4}\right)\right\} \\
\left(|\arg z|<\frac{2}{3} \pi\right), \tag{B16}
\end{array}
$$

where

$$
\begin{equation*}
\eta=\frac{2}{3} z^{\frac{3}{2}} . \tag{B17}
\end{equation*}
$$

## APPENDIX C: EVALUATION OF $r_{n, p}$

According to (6.24), we have

$$
\begin{equation*}
r_{n, p}=\frac{1}{p!} \frac{d^{p}}{d \epsilon^{p}}\left\{\epsilon^{p+1} \frac{c_{p}(\lambda, \beta)}{[d(\lambda, \beta)]^{p+1}}\right\}_{\epsilon=0}, \tag{C1}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon=\lambda-\lambda_{n} \tag{C2}
\end{equation*}
$$

Only the behavior of $d(\lambda, \beta)$ near $\epsilon=0$ is relevant for the evaluation of the residue. Thus, we can employ the Taylor series expansion

$$
\begin{equation*}
d(\lambda, \beta)=d\left(\lambda_{n}, \beta\right) \sum_{k=1}^{\infty} \frac{d^{(k)}\left(\lambda_{n}, \beta\right)}{d\left(\lambda_{n}, \beta\right)} \frac{\epsilon^{k}}{k!}, \tag{C3}
\end{equation*}
$$

where $d^{(k)}$ denotes the $k$ th derivative with respect to $\lambda$ and $d^{(1)}=d$.

It follows from I, (A11)-(A18), that

$$
\begin{equation*}
\dot{H}_{\lambda_{n}}^{(1)}(\beta) / H_{\lambda_{n}}^{(1)}(\beta)=i M+\mathcal{O}\left(\gamma^{2}\right), \tag{C4}
\end{equation*}
$$

where $M=\left(N^{2}-1\right)^{\frac{1}{2}}$, as in (2.38), whereas all other ratios that appear in I, (A25)-(A27), such as $\dot{H}_{\lambda_{n}}^{(1)}(\beta) / H_{\lambda_{n}}^{(1)}(\beta), \quad \ddot{H}_{\lambda_{n}}^{(1)}(\beta) / H_{\lambda_{n}}^{(1)}(\beta), \cdots \quad$ are at least $\hat{O}\left(\gamma^{2}\right)$. Similarly, by I, (A23), the derivatives of [1 $\left.\alpha\right]$ are at least $\mathcal{O}\left(\gamma^{3}\right)$. Therefore, it follows from I, (A22) and I, (A25) that

$$
\begin{align*}
d\left(\lambda_{n}, \beta\right) & =-[1 \beta] \dot{H}_{\lambda_{n}}^{(1)}(\beta) / H_{\lambda_{n}}^{(1)}(\beta)+\mathcal{O}\left(\gamma^{2}\right) \\
& =-M^{2}+\mathcal{O}\left(\gamma^{2}\right) . \tag{C5}
\end{align*}
$$

Similarly, by complete induction, one can show that

$$
\begin{align*}
d^{(k+1)}\left(\lambda_{n}, \beta\right)= & -(k+1) d^{(k)}\left(\lambda_{n}, \beta\right) \\
& \times \dot{H}_{\lambda_{n}}^{(1)}(\beta) / H_{\lambda_{n}}^{(1)}(\beta)+\mathcal{O}\left(\gamma^{2}\right) ; \tag{C6}
\end{align*}
$$

so that, by (C4) and (C5),

$$
\begin{equation*}
d^{(k)}\left(\lambda_{n}, \beta\right) / d\left(\lambda_{n}, \beta\right)=k!(-i M)^{k-1}+\mathcal{O}\left(\gamma^{2}\right) \tag{C7}
\end{equation*}
$$

Substituting this result in (C3), we find

$$
\begin{align*}
d(\lambda, \beta) & =d\left(\lambda_{n}, \beta\right) \epsilon \sum_{k=0}^{\infty}(-i M \epsilon)^{k}+\mathcal{O}\left(\gamma^{2}\right) \\
& =-\frac{M^{2} \epsilon}{1+i M \epsilon}+\mathcal{O}\left(\gamma^{2}\right) . \tag{C8}
\end{align*}
$$

On the other hand, according to I , (3.6),

$$
\begin{equation*}
[2 \alpha]-[1 \alpha]=-\frac{4 i}{\pi \alpha H_{\lambda}^{(1)}(\alpha) H_{\lambda}^{(2)}(\alpha)}, \tag{C9}
\end{equation*}
$$

so that

$$
\begin{equation*}
[1 \beta]-N[1 \alpha]=d(\lambda, \beta)-\frac{4 i}{\pi \beta H_{\lambda}^{(1)}(\alpha) H_{\lambda}^{(2)}(\alpha)} \tag{C10}
\end{equation*}
$$

Near $\lambda=\lambda_{n}, \mathbf{N},(A 16)$ and I , (A6) give

$$
\begin{align*}
H_{\lambda}^{(1,2)}(\alpha)= & \left(\frac{2}{\pi M \beta}\right)^{\frac{1}{2}} \\
& \times \exp \left[ \pm i\left(\beta M-\lambda \cos ^{-1} \frac{1}{N}-\frac{\pi}{4}\right)\right] \\
& \times\left[1+\mathcal{O}\left(\gamma^{2}\right)\right], \tag{C11}
\end{align*}
$$

so that ( C 10 ) becomes, with the help of (C8),

$$
\begin{align*}
{[1 \beta]-N[1 \alpha] } & \approx d(\lambda, \beta)-2 i M \\
& =\frac{M^{2} \epsilon-2 i M}{1+i M \epsilon}+\mathcal{O}\left(\gamma^{2}\right) \tag{C12}
\end{align*}
$$

Similarly, let

$$
\begin{equation*}
u(\lambda, \beta)=\left[H_{\lambda}^{(1)}(\beta)\right]^{-2} . \tag{C13}
\end{equation*}
$$

Then, just as for (C6), one can prove by complete induction that

$$
\begin{align*}
u^{(k)}\left(\lambda_{n}, \beta\right)= & (-1)^{k}(k+1)!u\left(\lambda_{n}, \beta\right) \\
& \times\left[\frac{\dot{H}_{2.2}^{(1)}(\beta)}{H_{\lambda_{n}}^{(1)}(\beta)}\right]^{k}\left[1+\mathcal{O}\left(\gamma^{2}\right)\right], \tag{C14}
\end{align*}
$$

i.e., with the help of (C4),

$$
\begin{align*}
& u^{(k)}\left(\lambda_{n}, \beta\right) / u\left(\lambda_{n}, \beta\right) \\
&=(k+1)!(-i M)^{k}\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] \tag{C15}
\end{align*}
$$

Thus, near $\lambda=\lambda_{n}$, neglecting $\mathcal{O}\left(\gamma^{2}\right)$,

$$
\begin{align*}
u(\lambda, \beta) & =u\left(\lambda_{n}, \beta\right) \sum_{k=0}^{\infty} \frac{u^{(k)}\left(\lambda_{n}, \beta\right)}{u\left(\lambda_{n}, \beta\right)} \frac{\epsilon^{k}}{k!} \\
& =\sum_{k=0}^{\infty}(k+1)(-i M \epsilon)^{k}=\frac{1}{(1+i M \epsilon)^{2}} \tag{C16}
\end{align*}
$$

Taking into account I, (A11), I, (A19), I, (A8), this becomes

$$
\begin{equation*}
\frac{1}{\left[H_{\lambda}^{(1)}(\beta)\right]^{2}}=\frac{M^{2} e^{i \pi / 3}}{4 a_{n}^{\prime 2} \gamma^{4}} \cdot \frac{\left[1+\mathcal{O}\left(\gamma^{2}\right)\right]}{(1+i M \epsilon)^{2}} . \tag{C17}
\end{equation*}
$$

Substituting ( C 11 ), ( C 12 ), and (C17) in (6.25), we
finally get, near $\lambda=\lambda_{n}$,

$$
\begin{align*}
c_{p}(\lambda, \beta)= & (-i)^{p} e^{i \pi / 3} \frac{\pi \beta^{3}}{16} \frac{M^{3}}{a_{n}^{\prime 2} \gamma} \\
& \times \exp \left(2 i p M \beta+i \lambda_{n} \zeta_{p}\right) \frac{\left(-2 i M+M^{2} \epsilon\right)^{p-1}}{(1+i M \epsilon)^{p+1}} \\
& \times \exp \left(i \epsilon \zeta_{p}\right)\left[1+\mathcal{O}\left(\gamma^{2}\right)\right], \tag{C18}
\end{align*}
$$

where [cf. I, (5.21)]:

$$
\begin{equation*}
\zeta_{p}=s \pi-2 p \cos ^{-1} \frac{1}{N}=s \pi-p \theta_{t} . \tag{C19}
\end{equation*}
$$

Taking into account (C8) and (C18), we find that (C1) becomes

$$
\begin{align*}
r_{n, p}= & -i^{p} \frac{e^{i \pi / 3}}{\gamma} \frac{\pi \beta^{3}}{16} \frac{e^{2 i p M \beta}}{M^{2 p-1}} \\
& \times \frac{\exp \left(i \lambda_{n} \zeta_{p}\right)}{a_{n}^{\prime 2}} \mathscr{F}_{p}\left(M, \zeta_{p}\right)\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] \tag{C20}
\end{align*}
$$

where

$$
\begin{equation*}
\mathfrak{F}_{p}\left(M, \zeta_{p}\right)=\frac{1}{p!} \frac{d^{p}}{d \epsilon^{p}}\left[\left(-2 i M+M^{2} \epsilon\right)^{p-1} \exp \left(i \epsilon \zeta_{p}\right)\right]_{\epsilon=0} . \tag{C21}
\end{equation*}
$$

With the change of variable

$$
\begin{equation*}
-2 i M+M^{2} \epsilon=\frac{M^{2}}{i \zeta_{p}} x \tag{C22}
\end{equation*}
$$

we finally get

$$
\begin{equation*}
\mathcal{F}_{p}\left(M, \zeta_{p}\right)=\frac{i}{2} M^{2 p-1} L_{p}^{(-1)}\left(-2 \zeta_{p} / M\right), \tag{C23}
\end{equation*}
$$

where

$$
\begin{aligned}
L_{p}^{(-1)}(-x)= & \frac{x e^{-x}}{p!} \frac{d^{p}}{d x^{p}}\left(x^{p-1} e^{x}\right)=\sum_{m=1}^{p}\binom{p-1}{m-1} \frac{x^{m}}{m!} \\
= & \frac{x}{p} L_{p-1}^{(1)}(-x)=L_{p}(-x)-L_{p-1}(-x) \\
& (p \geq 1) \quad(\mathrm{C} 24)
\end{aligned}
$$

is a generalized Laguerre polynomial (Ref. 26, p. 239). We define

$$
\begin{equation*}
L_{0}^{(-1)}(-x)=1 \tag{C25}
\end{equation*}
$$

From (C20) and (C23) we obtain the final result

$$
\begin{align*}
r_{n, p}=-i^{p+1} \frac{e^{i \pi / 3}}{\gamma} \frac{\pi \beta^{3}}{32} & \exp (2 i p M \beta) L_{p}^{(-1)}\left(-2 \zeta_{p} / M\right)\left(a_{n}^{\prime}\right)^{-2} \\
& \times \exp \left(i \lambda_{n} \zeta_{p}\right)\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] . \tag{C26}
\end{align*}
$$

## APPENDIX D: EVALUATION OF $r_{n, p}^{\prime}$

From (6.109), we get

$$
\begin{equation*}
r_{n, p}^{\prime}=\frac{1}{p!} \frac{d^{p}}{d \epsilon^{p}}\left\{\epsilon^{p+1} \frac{c_{p}^{\prime}(\lambda, \beta)}{[d(\lambda, \beta)]^{p+1}}\right\}_{\epsilon=0}, \tag{D1}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon=\lambda-\lambda_{n}^{\prime} \tag{D2}
\end{equation*}
$$

Again, only the behavior of $d(\lambda, \beta)$ near $\epsilon=0$ so that, near $\lambda_{n}^{\prime}$, is relevant, so that, as in (C3), we expand

$$
\begin{equation*}
d(\lambda, \beta)=d\left(\lambda_{n}^{\prime}, \beta\right) \sum_{k=1}^{\infty} \frac{d^{(k)}\left(\lambda_{n}^{\prime}, \beta\right)}{d\left(\lambda_{n}^{\prime}, \beta\right)} \frac{\epsilon^{k}}{k!} . \tag{D3}
\end{equation*}
$$

From I, (A11)-(A18), we find that,

$$
\begin{equation*}
\dot{H}_{\lambda_{n}}^{(2)}(\alpha) / H_{\lambda_{n}^{\prime}}^{(2)}(\alpha)=-i M^{\prime} / N+\mathcal{O}\left(\gamma^{2}\right), \tag{D4}
\end{equation*}
$$

where $M^{\prime}=\left(1-N^{2}\right)^{\frac{1}{2}}$, as in I , (3.31), whereas all other ratios that appear in the analogs of I, (A25)(A27) for $[2 \alpha]$ are at least $\mathcal{O}\left(\gamma^{2}\right)$. Similarly, by I, (2.39), the derivatives of $[1 \beta]$ are at least $\mathcal{O}\left(\gamma^{3}\right)$. Thus, we find

$$
\begin{align*}
d\left(\lambda_{n}^{\prime}, \beta\right) & =[1 \cdot \beta]-N[2 \dot{\alpha}]=N \frac{\dot{H}_{\lambda n^{(2)}}^{(2)}(\dot{\alpha})}{H_{\lambda, n}^{(2)}(\alpha)}[2 \alpha]+\mathcal{O}\left(\gamma^{2}\right) \\
& =\frac{M^{2}}{N^{\prime}}+\mathcal{O}\left(\gamma^{2}\right) . \tag{D5}
\end{align*}
$$

One can show by complete induction that

$$
\begin{equation*}
d^{(k+1)}\left(\lambda_{n}^{\prime}, \beta\right)=-(k+1) \frac{\dot{\dot{\lambda}}_{\lambda_{n}}^{(2)}(\alpha)}{H_{\lambda_{n}}^{(2)}(\alpha)} d^{(k)}\left(\lambda_{n}^{\prime}, \beta\right)+\mathcal{O}\left(\gamma^{2}\right) \tag{D6}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{d^{(k)}\left(\lambda_{n}^{\prime}, \beta\right)}{d\left(\lambda_{n}^{\prime}, \beta\right)}=k!\left(i \frac{M^{\prime}}{N}\right)^{k-1}+\mathcal{O}\left(\gamma^{2}\right) . \tag{D7}
\end{equation*}
$$

Substituting this result in (D3) and (D5), we find

$$
\begin{align*}
d(\lambda, \beta) & =\epsilon d\left(\lambda_{n}^{\prime}, \beta\right) \sum_{k=0}^{\infty}\left(i M^{\prime} \epsilon / N\right)^{k}+\mathcal{O}\left(\gamma^{2}\right) \\
& =\frac{M^{\prime 2} \epsilon}{N-i M^{\prime} \epsilon}+\mathcal{O}\left(\gamma^{2}\right) . \tag{D8}
\end{align*}
$$

On the other hand, we have [cf. (3.31)]

$$
\begin{equation*}
H_{\lambda}^{(1)}(\alpha) \approx 2 \frac{e^{-i \pi / 3}}{\gamma^{\prime}} \operatorname{Ai}\left(e^{i \pi / 3} x\right), \tag{D9}
\end{equation*}
$$

where

$$
\begin{equation*}
x=e^{i \pi / 3}(\lambda-\alpha) / \gamma^{\prime}, \quad \gamma^{\prime}=(2 / \alpha)^{\frac{1}{3}}, \tag{D10}
\end{equation*}
$$

and, by (3.32),

$$
\begin{equation*}
H_{\lambda}^{(1)}(\alpha) \approx H_{\lambda_{n}}^{(1)}(\alpha) \approx-\frac{e^{-i \pi / 6}}{\pi a_{n}^{\prime} \gamma^{\prime}} . \tag{D11}
\end{equation*}
$$

Similarly, from (D9),

$$
\begin{equation*}
[1 \alpha]=\mathcal{O}\left(\gamma^{\prime}\right), \quad[1 \alpha]=\mathcal{O}\left(\gamma^{\prime 2}\right) \tag{D12}
\end{equation*}
$$

$$
\begin{equation*}
[1 \beta]-N[1 \alpha] \approx[1 \beta]_{\lambda_{n}^{\prime}}=i M^{\prime} \tag{D13}
\end{equation*}
$$

with the help of I, (2.39). To the present order of accuracy, (D11) and (D13) may be directly substituted in (6.110). Similarly, we may replace $H_{\lambda}^{(1)}(\beta)$ by [cf. (C11)]

$$
\begin{equation*}
H_{\lambda}^{(1)}(\beta) \approx\left(\frac{2}{\pi M^{\prime} \beta}\right)^{\frac{1}{2}} \exp \left(i M^{\prime} \beta-i \lambda \frac{\theta_{t}}{2}-i \frac{\pi}{4}\right) \tag{D14}
\end{equation*}
$$

where $\theta_{t}$ is given by $\mathrm{I},(4.76)$.
On the other hand, by I, (A1), and by (D10),

$$
\begin{equation*}
H_{\lambda}^{(2)}(\alpha) \approx 2 e^{i \pi / 3} \mathrm{Ai}(-x) / \gamma^{\prime}, \tag{D15}
\end{equation*}
$$

and, with the help of (D4), we find

$$
\begin{align*}
H_{\lambda}^{(2)}(\alpha) & \approx H_{\lambda_{n}^{\prime}}^{(2)}(\alpha)+\epsilon \dot{H}_{\lambda_{n}^{\prime}}^{(2)}(\alpha) \approx H_{\lambda_{n}}^{(2)}(\alpha)\left(1-i \frac{M^{\prime}}{N} \epsilon\right) \\
& =2 e^{i \pi / 6} \frac{N}{M^{\prime}} \gamma^{\prime 2} a_{n}^{\prime}\left(1-i \frac{M^{\prime}}{N} \epsilon\right), \quad(\mathrm{D} 16) \tag{D16}
\end{align*}
$$

with all higher derivatives yielding higher-order contributions.

Substituting (D11)-(D16) in (6.110), we finally get, near $\lambda=\lambda_{n}^{\prime}$,
$c_{p}^{\prime}(\lambda, \beta)$

$$
\begin{aligned}
= & -\frac{\pi^{2} M^{\prime} N \beta^{3}}{8} \exp \left[-2 i M^{\prime} \beta-i \lambda_{n}^{\prime}\left(\pi-\theta_{t}\right)\right] \\
& \times\left(-\frac{e^{i \pi / 6} M^{\prime 2}}{2 \pi N a_{n}^{\prime 2} \gamma^{\prime}}\right)^{p} \frac{\exp \left[-i \epsilon\left(\pi-\theta_{t}\right)\right]}{\left(1-i \frac{M^{\prime}}{N} \epsilon\right)^{p+1}}\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] .
\end{aligned}
$$

Replacing (D8) and (D17) in (D1), we find

$$
\begin{aligned}
r_{n, p}^{\prime}= & -\frac{\pi^{2} N^{2} \beta^{3}}{8 M^{\prime}} \\
& \times \exp \left[-2 i M^{\prime} \beta-i \lambda_{n}^{\prime}\left(\pi-\theta_{t}\right)\right]\left(-\frac{e^{i \pi / 6}}{2 \pi a_{n}^{\prime 2} \gamma^{\prime}}\right)^{n} \\
& \times \frac{1}{p!}\left\{\frac{d^{p}}{d \epsilon^{p}}\left[e^{-i \epsilon\left(\pi-\theta_{t}\right)}\right]\right\}_{\epsilon=0}\left[1+\mathcal{O}\left(\gamma^{2}\right)\right],
\end{aligned}
$$

so that, finally,

$$
\begin{align*}
r_{n, p}^{\prime}=- & \frac{\pi^{2} N^{2} \beta^{3}}{8 M^{\prime}} \exp \left[-2 i M^{\prime} \beta-i \lambda_{n}^{\prime}\left(\pi-\theta_{t}\right)\right] \\
& \times \frac{1}{p!}\left[-\frac{e^{-i \pi / 3}\left(\pi-\theta_{t}\right)}{2 \pi a_{n}^{\prime 2} \gamma^{\prime}}\right]^{n}\left[1+\mathcal{O}\left(\gamma^{2}\right)\right] . \tag{D18}
\end{align*}
$$
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